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Abstract The present investigation was carried out to study the trends in area, production and productivity of wheat crop grown during the period 1950-1951 to 2009-2010 in India. Different non-linear models were employed to study the trends in area, production and productivity. When none of the non-linear models were found suitable to fit the trends nonparametric regression model was employed. None of the non-linear model was found suitable to fit the trends in area data. The Sinusoidal model was found suitable to fit the trends in production as well as productivity of wheat crop grown in India. The results indicated that area, production and productivity of wheat crop grown in India, had been shown in the increasing trend. The area of cultivation had played a major role in increasing the trend in production.
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1. Introduction

Wheat is a cereal grain which originated in from the Levant region of the North east but is now cultivated globally. In 2007 world production of wheat was 607 Million Tons, making it the third most produced cereal crop after maize and rice. Wheat’s particular characteristic i.e. it’s adaptability has favoured its growth worldwide. Wheat is adapted to a wide variety of climatic conditions. It is grown where annual temperatures of 4.9 to 27.8°C prevail [3].

When we look at the major producers Globally, China emerges as the leading producer of wheat followed by India at second place, and USA ranks third amongst the top producers globally. On an average, China produces 108,712 TMT of wheat annually, making it the worlds largest producer of wheat but it is not enough to feed its 1.2 Billion population thus it is forced to import 4,247 TMT of wheat and it also exports a very little amount to the neighbouring Asian countries about 657 TMT annually. India is second largest producer of wheat in the world, averaging an annual production of 65,856 TMT. Although it is less when compared to china but India imports less comparatively, also India has a population almost comparable with that of China. India imports 990 TMT of wheat, and, for various reasons, exports an average of 767 TMT of wheat annually [2].

The country's wheat production is estimated to achieve an all-time high of 81.47 million tons and the overall food grain output is projected to rise by over 6% to 232.07 million tons in 2010-2011 crop year. The bumper harvest is expected to contribute significantly to the economic growth. The government had projected 8.6% expansion in the economy, aided by an impressive 5.4% rise in agriculture and allied activities [3, 4].

Thus this shows the significance of wheat in India and therefore the statistical information on the area, production and productivity of the crop emerges as a subject of great importance. Measurement of growth rate in agricultural productions looks apparently simple, but it is not free from complications. Thus the experimental analysis of different statistical model like the parametric (Linear or Non-linear models) by assuming the linear or exponential functional forms and nonparametric models is mandatory to get the statistical estimation of the productivity of the crop and its future predictions.

A number of research workers [8, 9, 13, 14, 15, 18, 19, 21, 22, 28 and 29] have used parametric models to estimate growth rates. There are the drawbacks of these models i.e. the data may not be following these linear or exponential models or may require fitting of higher degree polynomials or non linear models. Further, these models lack the economic considerations i.e. normality and randomness of residuals [26]. Thus recourse to the nonparametric regression approach is taken which is based on fewer assumptions [11].

The same is done in this paper, non-linear and nonparametric models are applied, to study the trends in production of the wheat crop and developing a best possible statistical model for analyzing the area, production and productivity of the wheat crop data.
2. Materials and Methods

The time-series data on area, production and productivity for the period 1950-1951 to 2009-2010 were collected through the web site www.agricoop.nic.in. The data were analyzed using the non-linear as well as the nonparametric regression models and the conclusion is given based on the best model to study the trends and growth rate of wheat crop production in India.

2.1. Non-Linear Models

In parametric model, different non-linear models[5, 10, 17, 25 and 27] given in Table 1 were employed. Among the non-linear models, the model having highest adjusted $R^2$ with significant F value was selected, so that it satisfied test for goodness of fit[17]. Normality of residuals was examined by using Shapiro-Wilks test[1]. Further more, while dealing with time-series data it may be possible that successive observations may be auto-correlated among themselves[30]. To overcome all these problems, performing residual analysis was being carried out. Randomness assumption of the residuals required to be tested before taking any final decision about the adequacy of the model developed. To carry out the above analysis “Run test” procedure developed in the literature[25] was used. Further, to test the presence or absence of auto-correlation in the data set Durbin-Watson test procedure[16] was utilized. In case of more than one model being the good fit for the data, the best model was selected based on lower values of Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) values.

Levenberg-Marquardt algorithm[25] which is widely used was utilized for fitting Logistic, Gompertz Relation, Sinusoidal and Rational Function. Different sets of initial parameter values were tried so as to ensure global convergence. The iterative procedure was stopped whenever the successive iterations parameter estimates values were negligibly low. The standard SPSS Ver. 16.0 package was used to fit all the models given in Table 1.

### Table 1. List of linear and non-linear models

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Model</th>
<th>Name of the Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>I.</td>
<td>$Y = A + BX$</td>
<td>Exponential</td>
</tr>
<tr>
<td>II.</td>
<td>$Y = A + BX + BX^2$</td>
<td>Gaussian</td>
</tr>
<tr>
<td>III.</td>
<td>$Y = A + BX + BX^2$</td>
<td>Hoerl</td>
</tr>
<tr>
<td>IV.</td>
<td>$Y = A + BX + BX^2$</td>
<td>Logistic</td>
</tr>
<tr>
<td>V.</td>
<td>$Y = A + BX + BX^2$</td>
<td>Gompertz Relation</td>
</tr>
<tr>
<td>VI.</td>
<td>$Y = A + BX + BX^2$</td>
<td>Modified Hoerl</td>
</tr>
<tr>
<td>VII.</td>
<td>$Y = A + BX + BX^2$</td>
<td>Rational Function</td>
</tr>
<tr>
<td>VIII.</td>
<td>$Y = A + BX + BX^2$</td>
<td>Morgan-Mercer-Flodin</td>
</tr>
</tbody>
</table>

In the $Y$ is the area/ production/ productivity and $X$ is the time points; $A$, $B$, $C$ and $D$ are the parameters and $e$ is the error term. The parameter $A$ represents carrying capacity; $C$ is the intrinsic growth rate; $B$ represents different functions of the initial value $y(0)$ and $D$ is the added parameter.

2.2. Nonparametric Regression Model[11, 12]

The nonparametric regression model with the additive error is of the form

$$Y_i = m(x_i) + \varepsilon_i, \quad x_i = i/n, \quad i = 1, 2, 3 \ldots n$$

where $Y_i$ is the observation (area, production and productivity) of the $i$th time point, $m$ is the trend function, which is assumed to be smooth, and $\varepsilon_i$ is random error with mean zero and finite variance $\sigma^2 < \infty$. The kernel weighted linear regression smoother is used to estimate the trend function. The value of the local linear regression smoother at time $x$ is the solution of $a_0$ to the following weighted least squares problem:

$$\sum_{i=1}^n \left[ y_i - a_0 - a_1 \left( (x - x_i) / h \right) \right]^2 K_h \left( (x - x_i) / h \right)$$

where $K$ is a bounded symmetric kernel density function and $h$ is the bandwidth. Let $\hat{a}_0$ and $\hat{a}_1$ be the solutions to the weighted least squares problem. The estimate of the trend function $m(t)$ is given by

$$\hat{m}(t) = \hat{a}_0 + \sum_{j=1}^n W_j y_j$$

where

$$W_j = \frac{K_j \left[ s_2 - (x - x_j) s_1 \right]}{s_0 s_2 - s_1^2}$$

and

$$K_j = \frac{\left[ \frac{x - x_j}{h} \right]^{120}}{\left[ \frac{x - x_j}{h} \right]^{120}}$$

The optimum bandwidth $h$ can be obtained by the method of cross-validation. The slope $m(x)$ of $m(t)$ can be considered as the simple linear growth rate at the time point $x$.

The estimate of $m(x)$ is given by

$$\hat{m}(x) = \hat{a}_1 + \sum_{j=1}^n W_j y_j$$

where

$$W_j = \frac{K_j \left[ (x - x_j) s_0 - s_1 \right]}{s_0 s_2 - s_1^2}.$$

3. Results and Discussion

Different non-linear and nonparametric regression models were employed to study the trends in the area, production and productivity data of the wheat crop. The findings are discussed in sequence, as follows.

3.1. Trends in Area

The data presented in Table 2. for the area under the wheat crop revealed that among the non-linear models fitted to the area under the wheat crop, the maximum adjusted $R^2$ of 97
per cent was observed in case of Morgan-Mercer-Flodin (MMF) model with comparatively lower values of RMSE (0.9667) and MAE (0.8010) in comparison to that of other non-linear models. The Shapiro-Wilks test (test for normality) was found to be non-significant indicating that the residuals due to this model were found to be normally distributed. However the run test (test for randomness) value was significant indicating that the residuals were correlated.

\[ Y=(10.72*3898.99+29.54*X^{2.52})/(3898.99+X^{2.52}) \quad (R^2=97\%) \]

Since none of the non-linear models was found suitable to fit the trends in area under the wheat crop, the nonparametric regression model was employed to fit the trends in area data. The optimum bandwidth was computed as 0.50 using the cross-validation method. Nonparametric estimates of underlying growth function were computed at each time point. Residual analysis showed that the assumptions of independence of errors were not violated at 5% level of significance. The RMSE and MAE values were found to be 0.5069 and 0.4107 respectively. These values were found to be much lower than those obtained through the parametric models, indicating thereby the superiority of this approach over the parametric approach. Hence the nonparametric regression model was selected to fit the trends in area under the wheat crop. The graph of the fitted trend for area under the wheat crop using the nonparametric regression is depicted in the Fig 1. Similar trends were observed for Gujarat wheat production [7].

Nonparametric regression model was used [24] to fit the trends in tobacco crop grown in Anand district of middle Gujarat in India for the period 1949-1950 to 2007-2008.

### Table 2. Characteristics of fitted non-linear models for area under the wheat crop

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>Goodness of fit</th>
<th>Shapiro – Wilks test</th>
<th>Run Test / D-W Test</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>A: 11.13** (0.3085)</td>
<td>B: 0.0180** (0.0008)</td>
<td>D: -</td>
<td>R² (%)/ Adj.R²(%)</td>
<td>0.90** [0.90]</td>
<td>0.348</td>
</tr>
<tr>
<td>Logistic</td>
<td>A: 29.48* (0.7133)</td>
<td>B: 2.39* (0.1105)</td>
<td>C: 0.06* (0.0041)</td>
<td>D: -</td>
<td>0.97** [0.97]</td>
<td>0.176</td>
</tr>
<tr>
<td>Modified Hoerl</td>
<td>A: 3.97* (0.2937)</td>
<td>B: 2.60* (0.4047)</td>
<td>C: 0.48* (0.194)</td>
<td>D: -</td>
<td>0.96** [0.96]</td>
<td>0.290</td>
</tr>
<tr>
<td>Gompertz relation</td>
<td>A: 3.17* (1.2128)</td>
<td>B: 0.29* (0.0292)</td>
<td>C: 0.64* (0.0037)</td>
<td>D: -</td>
<td>0.97** [0.97]</td>
<td>0.187</td>
</tr>
<tr>
<td>Gaussian</td>
<td>A: 2.16* (0.3660)</td>
<td>B: 57.84* (2.1128)</td>
<td>C: 39.08* (1.7041)</td>
<td>D: -</td>
<td>0.97** [0.97]</td>
<td>0.303</td>
</tr>
<tr>
<td>Morgan-Mercer-Flodin</td>
<td>A: 10.72* (0.4119)</td>
<td>B: 3898.99* (3417.46)</td>
<td>C: 29.54* (1.03)</td>
<td>D: 2.52* (0.2901)</td>
<td>0.97** [0.97]</td>
<td>0.849</td>
</tr>
</tbody>
</table>

* Significant at 5% level  
** Significant at 1% level  
RMSE : Root Mean Square Error  
MAE : Mean Absolute Error  
Values in brackets () indicate standard errors  
Values in square brackets [ ] indicate Adjusted R²

![Figure 1. Trends in area of wheat crop based on nonparametric regression](image-url)
It [23] was also reported that none of the parametric models were found suitable to fit the trends in area, data of castor crop grown in Anand district of middle Gujarat in India for the period 1949-1950 to 2007-2008.

3.2. Trends in Production

In case of the production of wheat crop, the Sinusoidal model had maximum adjusted $R^2$ of 99% with the comparatively lower values of RMSE (2.6877) and MAE (2.0565) among the parametric models fitted to the production of the wheat crop. Moreover, the run tests as well as the Shapiro-Wilks test values were non-significant indicating that the residuals due to this model were independently normally distributed. All the estimated parameter values were in the 95 % confidence interval indicating that the parameter values were significant (Table 3).

$$Y = 43.41 + 35.85 \times \cos(0.0513 \times X + 2.94) \ (R^2=99\%)$$

The graph of the fitted trend for the production of wheat crop using the Sinusoidal Model is depicted in the Fig 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>Goodness of fit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Logistic</td>
<td>88.25*</td>
<td>18.99*</td>
</tr>
<tr>
<td>Gaussian</td>
<td>78.07*</td>
<td>62.68*</td>
</tr>
<tr>
<td>Gompertz Relation</td>
<td>117.74*</td>
<td>1.33*</td>
</tr>
<tr>
<td>Sinusoidal</td>
<td>43.41*</td>
<td>35.85*</td>
</tr>
<tr>
<td>Morgan-Mercer-Flodin</td>
<td>7.77*</td>
<td>39168.18*</td>
</tr>
</tbody>
</table>

* Significant at 5% level  
** Significant at 1% level  
RMSE : Root Mean Square Error  
MAE : Mean Absolute Error  
Values in brackets ( ) indicate standard errors  
Values in square brackets [ ] indicate Adjusted $R^2$  

Figure 2. Trends in production of wheat crop based on Sinusoidal model
3.3. Trends in Productivity

The data presented in Table 4 for productivity of wheat crop revealed that among the non-linear models fitted, the maximum adjusted $R^2$ of 99% per cent was observed in the case of Sinusoidal model with the comparatively lower values of RMSE (85.5915) and MAE (69.5027). All the estimated values of the parameters in the model were found to be within the 95% confidence interval indicating that the parameters were significant at 5% level of significance. The Shapiro-Wilks test (test for normality) and run test (test for randomness) values were found to be non-significant indicating that the residuals fulfilled model selection criteria. Among the non-linear models, the sinusoidal model was found suitable to fit the trends in productivity of wheat crop.

$$Y = 1756.28 + 1043.13 \times \cos(0.06 \times X + 2.92) \ (R^2 = 99\%)$$

The graph of the fitted trend in productivity of wheat crop using the Sinusoidal Model is depicted in the Fig 3.

3.4. Discussions in area, production and productivity of wheat Crop

In the present study exponential model was not found suitable as the best fitted model because of lack of assumptions of residuals, though some earlier reports [6,31] found exponential model as suitable. Hence the non-parametric regression model was selected as the best fitted trend function for the area under the wheat crop. The Sinusoidal model was found suitable to fit the trends in production as well as productivity of wheat crop grown in India.

### Table 4. Characteristics of fitted non-linear models for productivity of wheat crop

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>Goodness of fit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Gaussian</td>
<td>2976.94*</td>
<td>69.04*</td>
</tr>
<tr>
<td>Gompertz Relation</td>
<td>4955.52*</td>
<td>0.86*</td>
</tr>
<tr>
<td>Sinusoidal</td>
<td>1756.28*</td>
<td>1043.13*</td>
</tr>
<tr>
<td>Morgan-Mercer-Flodin</td>
<td>724.15*</td>
<td>4431.578*</td>
</tr>
</tbody>
</table>

* Significant at 5% level
** Significant at 1% level
RMSE : Root Mean Square Error
MAE : Mean Absolute Error
Values in brackets ( ) indicate standard errors
Values in square brackets [ ] indicate Adjusted $R^2$
4. Conclusions

From the above discussion on the analysis of area, production and productivity of wheat crop data based on different non-linear as well as nonparametric regression models, it can be finally concluded that, the parametric models (non-linear) are based on many assumptions and they go on the current condition of the crop and other parameters at a particular instant of time. It is not dynamic enough to be considered as a suitable method for the calculation or the estimation of the growth rate of the wheat crop.

Nonparametric model was found to be a suitable measure to estimate the growth rates of the wheat production data grown in India because it is based on fewer assumptions i.e. this model can be used as a most suitable one as it is dynamic and versatile enough to be considered for the statistical interpretation for the growth and trends for the wheat crop for the years to come.

The Sinusoidal model was found suitable to fit the trends in production as well as productivity of wheat crop grown in India. The area, production and productivity of wheat crop grown in India, had been shown in the increasing trend. The area of cultivation had played a major role in increasing the trend in production.
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