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Abstract  In this paper, the Bayesian analysis of inverse Rayleigh distribution has been considered under singly and doubly type II censored data. The Bayes estimators and corresponding risks have been derived under the assumption of non-informative priors and using symmetric and asymmetric loss functions. The credible intervals have been constructed under the assumption of non-informative priors. The inverse transformation method of simulation has been used for data generation in order to assess and compare the performance of the derived point and interval estimators. The simulation study has been conducted using different sample sizes and various parametric values to analyze the properties of the said estimators.
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1. Introduction

The inverse Rayleigh distribution is an important life testing distribution. However, it is often not feasible to continue the life testing experiment until the last item has failed. In such situations, the censoring can be a good remedy. There are many developed censoring schemes which can be used for different circumstances. In this study, the two censoring schemes have been compared for estimation of parameter of inverse Rayleigh distribution, under a simulation study using a Bayesian framework.


2. Likelihood Function under Singly and Doubly Type II Censored Data

The probability density function of the inverse Rayleigh distribution is:

\[
f(x) = \frac{2\theta}{x^3} e^{-\frac{\theta}{x^2}}; x > 0, \ \theta > 0 \quad (1)
\]

The CDF of the distribution is:

\[
F(x) = e^{\frac{\theta}{x^2}} \quad (2)
\]

Suppose ‘n’ items are put on a life-testing experiment and only first ‘r’ failure times have been observed, that is, \(x_1 < x_2 ... < x_r\) and remaining ‘n − r’ items are still working.

Under the assumptions that the lifetimes of the items are independently and identically distributed inverse Rayleigh random variable, the likelihood function of the observed data without the multiplicative constant can be written as:

\[
L(\theta|X) \propto \left[ \prod_{i=1}^{r} f(x_i) \right] \left[ 1 - F(x_r) \right]^{n-r} \quad (3)
\]

\[
L(\theta|X) \propto \theta^r e^{-\theta \sum x_i^2} \left[ 1 - e^{-\theta A_r} \right]^{n-r} \quad (4)
\]
Where

\[ A_k = \sum_{i=1}^{r} x_i^{-2} + k x_r^{-2} \]

Again, consider a random sample of size ‘n’ from an inverse Rayleigh distribution, and let \( x_n, ..., x_1 \) be the ordered observations remaining when the ‘\( r - 1 \)’ smallest observations and the ‘\( n - s \)’ largest observations have been censored. The likelihood function for \( \theta \) given the Type II doubly censored sample \( \chi = (x_r, ..., x_s) \), is:

\[
L(\theta|x) \propto \left[ F(x, \theta) \right]^{n-r} \left[ 1 - F(x, \theta) \right]^{n-s} \prod_{i=r}^{s} f(x, \theta)
\]

\[
L(\theta|x) \propto \sum_{j=0}^{n-s} (-1)^j \binom{n-s}{j} \theta^m e^{-\theta B_j} \tag{5}
\]

where

\[ B_j = \sum_{i=r}^{s} x_i^{-2} + (r-1)x_r^{-2} + jx_s^{-2} \]

3. Posterior Distributions for Singly and Doubly Type II Censored Data

The posterior distribution summarizes the current state of knowledge about all the uncertain qualities in a Bayesian analysis. Analytically, the posterior distribution is the product of the prior density and the likelihood. Consider the prior distribution \( p(\theta) \) which reflects the prior information before collecting the data \( x \) and the likelihood function \( L(\theta|x) \) that represents the observed data then the posterior density \( p(\theta|x) \) is calculated as proportional to the multiplication of prior distribution and the likelihood function i.e.

Posterior density \( \propto \) (Prior density) \( \times \) (Likelihood function)

\[
p(\theta|x) \propto \frac{p(\theta)L(\theta|x)}{\int_{-\infty}^{\infty} p(\theta)L(\theta|x) d\theta}
\]

So for the derivation of posterior distribution the specification of the prior distribution is mandatory. The prior distributions can be categorized in two type informative priors and non-informative priors. The informative priors do not always exist. So in case of non-availability of the informative priors, the non-informative priors are often used. Among non-informative priors, the uniform and Jeffreys priors have received significant attention. These priors will be assumed for the derivation of posterior distributions. The uniform prior is assumed to be:

\[
p(\theta) \propto 1 ; \theta > 0 \tag{6}
\]

The posterior distribution under the assumption of uniform prior for singly type II censored data is:

\[
p(\theta|x) = \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \theta^r e^{-\theta A_k} ; \theta > 0 \tag{7}
\]

Where

\[ C_1 = \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+1)}{(A_k)^{r+1}} \]

The Jeffreys prior is defined to be:

\[
p_j \propto \sqrt{I(\theta)} \]

where \( I(\theta) \) is Fisher Information matrix. Therefore;

\[
p_j \propto \sqrt{I(\theta)} = \frac{1}{\theta} \tag{8}
\]

The posterior distribution under the Jeffreys prior for singly type II censored data is:

\[
p(\theta|x) = \frac{1}{C_2} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \theta^{r-1} e^{-\theta A_k} ; \theta > 0 \tag{9}
\]

Where

\[ C_2 = \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r)}{(A_k)^r} \]

The posterior distribution under the assumption of uniform prior using doubly censored data is:

\[
p(\theta|x) = \frac{1}{C_3} \sum_{j=0}^{n-s} (-1)^j \binom{n-s}{j} \theta^m e^{-\theta B_j} ; \theta > 0 \tag{10}
\]

Where

\[ C_3 = \sum_{j=0}^{n-s} (-1)^j \binom{n-s}{j} \frac{\Gamma(m+1)}{(B_j)^{m+1}} \]

The posterior distribution under the assumption of Jeffreys prior using doubly censored data is:

\[
p(\theta|x) = \frac{1}{C_4} \sum_{j=0}^{n-s} (-1)^j \binom{n-s}{j} \theta^{m-1} e^{-\theta B_j} ; \theta > 0 \tag{11}
\]

Where

\[ C_4 = \sum_{j=0}^{n-s} (-1)^j \binom{n-s}{j} \frac{\Gamma(m)}{(B_j)^m} \]

4. Bayes Estimators and Posterior Risks

The Bayes estimators and associated risks under SELF, QLF, WLF, PLF, LLF and WBLF are respectively presented as:
\[
\hat{\theta}_{SELF} = \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+2)}{(A_k)^{r+2}}
\]

\[
R(\hat{\theta}_{SELF}) = \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+3)}{(A_k)^{r+3}} - \left[ \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+2)}{(A_k)^{r+2}} \right]^2
\]

\[
\hat{\theta}_{QLF} = \left[ \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r)}{(A_k)^r} \right] \left[ \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r-1)}{(A_k)^{r-1}} \right]^{-1}
\]

\[
R(\hat{\theta}_{QLF}) = 1 - \frac{1}{C_1} \left[ \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r)}{(A_k)^r} \right]^2 \left[ \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r-1)}{(A_k)^{r-1}} \right]^{-1}
\]

\[
\hat{\theta}_{WLF} = \left[ \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r)}{(A_k)^r} \right]^{-1}
\]

\[
R(\hat{\theta}_{WLF}) = \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+3)}{(A_k)^{r+3}} - \left[ \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r)}{(A_k)^r} \right]^2
\]

\[
\hat{\theta}_{PLF} = \left[ \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+3)}{(A_k)^{r+3}} \right]^{1/2}
\]

\[
R(\hat{\theta}_{PLF}) = 2 \left[ \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+3)}{(A_k)^{r+3}} \right]^{1/2} - \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+2)}{(A_k)^{r+2}}
\]

\[
\hat{\theta}_{LLF} = -\ln \left[ \frac{\sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{1}{(A_k+1)^{r+1}}} {\sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{1}{(A_k)^{r+1}}} \right]
\]

\[
R(\hat{\theta}_{LLF}) = \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+2)}{(A_k)^{r+2}} + \ln \left[ \frac{\sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{1}{(A_k+1)^{r+1}}} {\sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{1}{(A_k)^{r+1}}} \right]
\]

\[
\hat{\theta}_{WBLF} = \left[ \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+3)}{(A_k)^{r+3}} \right] \left[ \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+2)}{(A_k)^{r+2}} \right]^{-1}
\]

\[
R(\hat{\theta}_{WBLF}) = 1 - \frac{1}{C_1} \left[ \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+2)}{(A_k)^{r+2}} \right]^2 \left[ \frac{1}{C_1} \sum_{k=0}^{n-r} (-1)^k \binom{n-r}{k} \frac{\Gamma(r+3)}{(A_k)^{r+3}} \right]^{-1}
\]

Similarly, the Bayes estimators and posterior risks using other posterior distribution can be obtained.

5. Bayesian Credible Intervals for Singly and Doubly Type II Censored Data
The Bayesian credible intervals for singly and doubly type II censored data under uniform and Jeffreys prior, as discussed by Saleem and Aslam [7], are presented in the following.

The credible interval for singly type II censored data under uniform prior is:

$$\chi^2_{(1-\alpha)(2r+2)} \sum_{k=0}^{\alpha n} (-1)^k \left( \frac{n-r}{k} \right) \frac{1}{(A_k)^{r+1}} \begin{equation} (24) \end{equation}$$

The credible interval for singly type II censored data under Jeffreys prior is:

$$\chi^2_{(\alpha/2)(2r+1)} \sum_{k=0}^{\alpha n} (-1)^k \left( \frac{n-r}{k} \right) \frac{1}{(A_k)^{r+1}} \begin{equation} (25) \end{equation}$$

The credible interval for doubly type II censored data under uniform prior is:

$$\chi^2_{(1-\alpha)(2(m+2))} \sum_{j=0}^{\alpha n} (-1)^j \left( \frac{r-j}{j} \right) \frac{1}{(B_j)^{m+1}} \begin{equation} (26) \end{equation}$$

The credible interval for doubly type II censored data under Jeffreys prior is:

$$\chi^2_{(\alpha/2)(2(m+1))} \sum_{j=0}^{\alpha n} (-1)^j \left( \frac{r-j}{j} \right) \frac{1}{(B_j)^{m+1}} \begin{equation} (27) \end{equation}$$

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Loss Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>SELF</td>
<td>QLF</td>
</tr>
<tr>
<td>50</td>
<td>3.281096 (0.211321)</td>
</tr>
<tr>
<td>100</td>
<td>3.102898 (0.082141)</td>
</tr>
<tr>
<td>150</td>
<td>3.002358 (0.052389)</td>
</tr>
<tr>
<td>200</td>
<td>3.002358 (0.029859)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Loss Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>SELF</td>
<td>QLF</td>
</tr>
<tr>
<td>50</td>
<td>3.152291 (0.020021)</td>
</tr>
<tr>
<td>100</td>
<td>3.087893 (0.020429)</td>
</tr>
<tr>
<td>150</td>
<td>3.002358 (0.052389)</td>
</tr>
<tr>
<td>200</td>
<td>2.985452 (0.005563)</td>
</tr>
</tbody>
</table>

Table 1. The Bayes estimates and risks for singly type II censored data under uniform prior (θ = 3)

Table 2. The Bayes estimates and risks for singly type II censored data under Jeffreys prior (θ = 3)
<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Loss Functions</th>
<th>SELF</th>
<th>QLF</th>
<th>WLF</th>
<th>PLF</th>
<th>WBLF</th>
<th>LLF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SELF</td>
<td>3.287515</td>
<td>3.145432</td>
<td>3.206473</td>
<td>3.312845</td>
<td>3.348557</td>
<td>3.156670</td>
</tr>
<tr>
<td>50</td>
<td>(0.232130)</td>
<td>(0.022225)</td>
<td>(0.081042)</td>
<td>(0.080660)</td>
<td>0.654321</td>
<td>(0.130845)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>(0.090230)</td>
<td>(0.012300)</td>
<td>(0.038382)</td>
<td>(0.038265)</td>
<td>0.347805</td>
<td>(0.050756)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WLF</td>
<td>3.008232</td>
<td>2.958509</td>
<td>2.983370</td>
<td>3.020637</td>
<td>3.033093</td>
<td>2.975899</td>
</tr>
<tr>
<td>150</td>
<td>(0.057548)</td>
<td>(0.008125)</td>
<td>(0.024861)</td>
<td>(0.024810)</td>
<td>0.226073</td>
<td>(0.023333)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PLF</td>
<td>3.028078</td>
<td>2.978027</td>
<td>3.050528</td>
<td>3.08564</td>
<td>3.053103</td>
<td>3.002474</td>
</tr>
<tr>
<td>200</td>
<td>(0.032799)</td>
<td>(0.006175)</td>
<td>(0.023050)</td>
<td>(0.020973)</td>
<td>0.171816</td>
<td>(0.025604)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The Bayes estimates and risks for doubly type II censored data under uniform prior ($\theta = 3$)

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Loss Functions</th>
<th>SELF</th>
<th>QLF</th>
<th>WLF</th>
<th>PLF</th>
<th>WBLF</th>
<th>LLF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SELF</td>
<td>3.276385</td>
<td>3.134770</td>
<td>3.205571</td>
<td>3.311608</td>
<td>3.347210</td>
<td>3.088039</td>
</tr>
<tr>
<td>50</td>
<td>(0.232050)</td>
<td>(0.022087)</td>
<td>(0.070814)</td>
<td>(0.070446)</td>
<td>0.658714</td>
<td>(0.188346)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>QLF</td>
<td>3.098444</td>
<td>3.021926</td>
<td>3.069723</td>
<td>3.126933</td>
<td>3.146085</td>
<td>2.991723</td>
</tr>
<tr>
<td>100</td>
<td>(0.090199)</td>
<td>(0.012622)</td>
<td>(0.028721)</td>
<td>(0.056980)</td>
<td>0.348310</td>
<td>(0.106721)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WLF</td>
<td>2.998047</td>
<td>2.948481</td>
<td>2.982531</td>
<td>3.019509</td>
<td>3.031873</td>
<td>2.951198</td>
</tr>
<tr>
<td>150</td>
<td>(0.057528)</td>
<td>(0.008175)</td>
<td>(0.015516)</td>
<td>(0.042923)</td>
<td>0.226402</td>
<td>(0.046849)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PLF</td>
<td>3.017826</td>
<td>2.967932</td>
<td>3.004183</td>
<td>3.037430</td>
<td>3.051875</td>
<td>2.977552</td>
</tr>
<tr>
<td>200</td>
<td>(0.032788)</td>
<td>(0.006197)</td>
<td>(0.013643)</td>
<td>(0.039207)</td>
<td>0.172065</td>
<td>(0.040274)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. The Bayes estimates and risks for doubly type II censored data under Jeffreys prior ($\theta = 3$)

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Loss Functions</th>
<th>SELF</th>
<th>QLF</th>
<th>WLF</th>
<th>PLF</th>
<th>WBLF</th>
<th>LLF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SELF</td>
<td>5.312437</td>
<td>5.081435</td>
<td>5.196936</td>
<td>5.369878</td>
<td>5.427940</td>
<td>5.027391</td>
</tr>
<tr>
<td>50</td>
<td>(0.587272)</td>
<td>(0.020016)</td>
<td>(0.107347)</td>
<td>(0.106836)</td>
<td>(0.629452)</td>
<td>(0.274162)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>QLF</td>
<td>5.183292</td>
<td>5.000147</td>
<td>5.129231</td>
<td>5.225664</td>
<td>5.318909</td>
<td>5.071458</td>
</tr>
<tr>
<td>100</td>
<td>(0.240021)</td>
<td>(0.011858)</td>
<td>(0.054061)</td>
<td>(0.084745)</td>
<td>(0.338059)</td>
<td>(0.111833)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WLF</td>
<td>5.19008</td>
<td>4.978627</td>
<td>5.083991</td>
<td>5.146842</td>
<td>5.232195</td>
<td>5.048439</td>
</tr>
<tr>
<td>150</td>
<td>(0.153083)</td>
<td>(0.007708)</td>
<td>(0.035017)</td>
<td>(0.054947)</td>
<td>(0.212874)</td>
<td>(0.079075)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PLF</td>
<td>5.067808</td>
<td>4.957199</td>
<td>5.035343</td>
<td>5.091033</td>
<td>5.146894</td>
<td>5.011925</td>
</tr>
<tr>
<td>200</td>
<td>(0.087249)</td>
<td>(0.005858)</td>
<td>(0.032465)</td>
<td>(0.046449)</td>
<td>(0.161785)</td>
<td>(0.055884)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. The Bayes estimates and risks for singly type II censored data under uniform prior ($\theta = 5$)

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Loss Functions</th>
<th>SELF</th>
<th>QLF</th>
<th>WLF</th>
<th>PLF</th>
<th>WBLF</th>
<th>LLF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SELF</td>
<td>5.196936</td>
<td>4.966594</td>
<td>5.081435</td>
<td>5.254369</td>
<td>5.312437</td>
<td>4.918088</td>
</tr>
<tr>
<td>50</td>
<td>(0.575687)</td>
<td>(0.020425)</td>
<td>(0.107344)</td>
<td>(0.106815)</td>
<td>(0.639752)</td>
<td>(0.26779)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>QLF</td>
<td>5.122568</td>
<td>4.936809</td>
<td>5.068508</td>
<td>5.164932</td>
<td>5.258850</td>
<td>5.012930</td>
</tr>
<tr>
<td>100</td>
<td>(0.235286)</td>
<td>(0.012100)</td>
<td>(0.054060)</td>
<td>(0.084728)</td>
<td>(0.338059)</td>
<td>(0.109638)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WLF</td>
<td>5.059038</td>
<td>4.915561</td>
<td>5.024022</td>
<td>5.085606</td>
<td>5.173115</td>
<td>4.989854</td>
</tr>
<tr>
<td>150</td>
<td>(0.150664)</td>
<td>(0.007865)</td>
<td>(0.035016)</td>
<td>(0.054937)</td>
<td>(0.216358)</td>
<td>(0.069184)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PLF</td>
<td>5.008437</td>
<td>4.894404</td>
<td>4.975973</td>
<td>5.031657</td>
<td>5.088778</td>
<td>4.953651</td>
</tr>
<tr>
<td>200</td>
<td>(0.085528)</td>
<td>(0.005978)</td>
<td>(0.032464)</td>
<td>(0.046440)</td>
<td>(0.164432)</td>
<td>(0.054786)</td>
<td></td>
</tr>
</tbody>
</table>
### Table 7. The Bayes estimates and risks for doubly type II censored data under uniform prior (θ = 5)

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Loss Functions</th>
<th>SELF</th>
<th>QLF</th>
<th>WLF</th>
<th>PLF</th>
<th>WBLF</th>
<th>LLF</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td></td>
<td>5.470221 (0.613598)</td>
<td>5.255531 (0.022225)</td>
<td>5.362875 (0.115501)</td>
<td>5.523640 (0.114881)</td>
<td>5.577579 (0.678721)</td>
<td>5.196060 (0.285047)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>5.282538 (0.250781)</td>
<td>5.119803 (0.013167)</td>
<td>5.242370 (0.058167)</td>
<td>5.328101 (0.091126)</td>
<td>5.409766 (0.358651)</td>
<td>5.166264 (0.116274)</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>5.111373 (0.159946)</td>
<td>4.994493 (0.008558)</td>
<td>5.073696 (0.037677)</td>
<td>5.140915 (0.059085)</td>
<td>5.213376 (0.229537)</td>
<td>5.038001 (0.073371)</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>5.060249 (0.091160)</td>
<td>4.972997 (0.006504)</td>
<td>5.025318 (0.034931)</td>
<td>5.085223 (0.049947)</td>
<td>5.128382 (0.174448)</td>
<td>5.00147 (0.058102)</td>
</tr>
</tbody>
</table>

### Table 8. The Bayes estimates and risks for doubly type II censored data under Jeffreys prior (θ = 5)

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Loss Functions</th>
<th>SELF</th>
<th>QLF</th>
<th>WLF</th>
<th>PLF</th>
<th>WBLF</th>
<th>LLF</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td></td>
<td>5.362875 (0.600254)</td>
<td>5.148185 (0.022730)</td>
<td>5.255531 (0.114321)</td>
<td>5.416282 (0.114867)</td>
<td>5.470221 (0.678258)</td>
<td>5.094096 (0.278848)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>5.232504 (0.245327)</td>
<td>5.065829 (0.013466)</td>
<td>5.174930 (0.057573)</td>
<td>5.278061 (0.091115)</td>
<td>5.360341 (0.358406)</td>
<td>5.118759 (0.113745)</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>5.062960 (0.156467)</td>
<td>4.942710 (0.008753)</td>
<td>5.025668 (0.037292)</td>
<td>5.092499 (0.059078)</td>
<td>5.165744 (0.229380)</td>
<td>4.991184 (0.071776)</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>5.012320 (0.089177)</td>
<td>4.921436 (0.006652)</td>
<td>4.977746 (0.034574)</td>
<td>5.037291 (0.049941)</td>
<td>5.081527 (0.174329)</td>
<td>4.955481 (0.056839)</td>
</tr>
</tbody>
</table>

### Table 9. The Bayesian credible intervals for singly and doubly type II censored data under uniform and Jeffreys priors

<table>
<thead>
<tr>
<th>n</th>
<th>Prior</th>
<th>Type of Censoring</th>
<th>Parametric Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>LL</td>
</tr>
<tr>
<td>50</td>
<td>Uniform</td>
<td>Singly</td>
<td>2.422409</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Doubly</td>
<td>2.427148</td>
</tr>
<tr>
<td></td>
<td>Jeffreys</td>
<td>Singly</td>
<td>2.366077</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Doubly</td>
<td>2.409986</td>
</tr>
<tr>
<td>100</td>
<td>Uniform</td>
<td>Singly</td>
<td>2.498293</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Doubly</td>
<td>2.503181</td>
</tr>
<tr>
<td></td>
<td>Jeffreys</td>
<td>Singly</td>
<td>2.445971</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Doubly</td>
<td>2.491362</td>
</tr>
<tr>
<td>150</td>
<td>Uniform</td>
<td>Singly</td>
<td>2.513879</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Doubly</td>
<td>2.518798</td>
</tr>
<tr>
<td></td>
<td>Jeffreys</td>
<td>Singly</td>
<td>2.462277</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Doubly</td>
<td>2.508428</td>
</tr>
<tr>
<td>200</td>
<td>Uniform</td>
<td>Singly</td>
<td>2.608372</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Doubly</td>
<td>2.613476</td>
</tr>
<tr>
<td></td>
<td>Jeffreys</td>
<td>Singly</td>
<td>2.554637</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Doubly</td>
<td>2.602045</td>
</tr>
</tbody>
</table>
**6. Simulation Study**

The inverse transformation method of simulation has been used to generate the random data from the distribution. The Bayes estimates and corresponding risks have been calculated using various sample sizes, that is, \( n = 50, 100, 150 \) and \( 200 \) for \( \theta \in (3, 5) \). In case of singly type II censoring, the estimation has been done under 20% right censored samples. While for doubly type II censoring, the estimation has been done under 10% left and 10% right censored samples. The results have been replicated to obtain the more representative estimates of the parameter. The risks associated with Bayes estimates have been presented in the parentheses.

The above study depicts that the estimated value of the parameter converges to the true value of the parameter by increasing the sample size. The greater values of the parameter impose a negative impact on convergence and performance of the estimates. The estimated value of the parameter under LLF is always lesser than those obtained using other loss functions. The patterns of the estimates, discussed above, are similar under uniform and Jeffreys priors. However, the performance of the Jeffreys prior is better for estimates under SELF, WLF, PLF and LLF. While for estimates under QLF and WBLF, the performance of the uniform prior is better than Jeffreys prior. The results under singly type II censored samples are better than those under doubly type II censored samples. The minimum Bayes risk is associated with estimates under QLF using uniform prior for singly type II censored samples.

**7. Real Life Example**

Clinical trial designed to access the effectiveness of an antibiotic ointment in relieving pain. The data consist of \( n = 25 \) patients. Censoring scheme was chosen as \( T_1 = 0.25, T_2 = 0.50 \) and \( T_3 = 0.75 \) (in hours).

Censored sample of size 19 was observed. (notice that a “failure” here is actually the time until a patient feels relief from pain)

\[
0.554, 0.566, 0.653, 0.665, 0.683, 0.698, 0.786, 0.788, 0.828, 0.829, 0.866, 0.879, 0.881, 0.899, 0.917, 1.037, 1.050, 1.110, 1.138.
\]

The calculation based on this sample has been presented in the following table.

The real life analysis replicated the patterns and behaviour of the estimates observed under simulation study. The minimum risks have been associated with the estimates under uniform prior using quadratic loss function for singly censored samples.

**8. Conclusions**

The Bayes estimates and corresponding risks have been evaluated and compared under a simulation study. The simulation study indicates that the performance of the Jeffreys prior is better than uniform with an exception in case of estimates under QLF and WBLF. While the risks associated with estimates under QLF are least for each prior. However, the rate of convergence increases and magnitude of risk decreases with increase in sample size. The inverse pattern is observed for increase in true value of the parameter. On comparing the estimates under singly and doubly type II censored samples, it is found that the estimates using singly type II censored samples are better. The interval estimation also endorse the findings of the point estimation, that is, the credible intervals under Jeffreys prior using singly type II censored samples are having the minimum width. The
findings of the real life example are in accordance with the simulation study.

Hence for Bayesian analysis of the parameter of inverse Rayleigh distribution, the use of QLF under uniform prior and singly type II censored samples can be preferred.
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