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Abstract  This paper presents a high-speed 16×16-bit CMOS pipelined booth multiplier. Actually in an n-bit modified 
Booth multiplier, because of the last sign bit, n/2 +1 partial product rows are generated rather than n/2. The extra row not only 
increases the delay and power consumption of Wallace tree, but also it leads to irregularity and complexity of Wallace tree 
designing. In this multiplier the last sign bit is removed by using a simple high-speed approach. This causes 4% reduction in 
power consumption and 5.2% reduction in transistor count. Also by using new partial product generation and booth encoder 
circuits and a novel adder, speed of pipelined multipliers is improved. By these new architectures, final adder performs 25 bit 
addition in only two cycles with high speed (1.6 GHz). Due to lower number of cycles (5 clock cycles), delay of the overall 
circuit is only 3.1ns and besides power consumption is decreased so that at a data rate of 1 GHz and under the supply voltage 
of 3.3V, power consumption is 169mW. This multiplier is implemented in TSMC 0.35µm CMOS technology.  

Keywords  Carry-Select Adder, Carry-Lookahead Adder, Multiplier, Modified Booth Algorithm, Partial Products, Pipe-
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1. Introduction 
Increasingly demand for high speed data processing mo-

tivated researchers to seek faster processors. Multiplier as 
one of the building blocks of processor has a great impact on 
the speed of processor, and hence high speed multipliers are 
under active research. Resent high speed parallel multipliers 
contain three sections: first part is partial product generation 
and a common approach for performing it is using Modified 
Booth Encoding (MBE) approach, Because this multiplica-
tion is signed multiplication and besides the number of rows 
in a n-bit multiplier are decreased to n/2 +1[1–8] rows. In the 
Second part partial products reduction schemes, such as 
Wallace trees or compressor trees are used for adding partial 
products vertically until, rows that were generated in part one 
decrease to two rows (sums and carries)[4,5]. Finally, third 
section is final adder that must adds two rows generated in 
part two, this part uses  some kind of advanced adder  ap-
proach such as carry-look ahead[2,10] or carry-select ad-
ders[4,5]. 

Any improve in each section leads to improvement in the 
multiplier performance. Furthermore, pipeline technique 
could be used for raising the speed of multiplier. But due to 
increasing of stages (and hence number of clock cycles) 
latency, high power consumption and large area are draw  
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tecture of the proposed pipeline multiplier. backs of pipe-
lined systems. Fig.1 depicts the overall archi. 

By using new MBE circuit and novel hybrid adder to-
pology, not only delay of stages is decreased, but also 
number of cycles is reduced (Only 5 cycles), hence speed of 
the circuit is improved.  Besides because the number of 
cycles is decreased, number of devices and so power con-
sumption and die area are decreased. 
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Figure 1.  Block diagram of the proposed pipelined multiplier 

In the following, section 2 describes proposed MBE, sec-
tion 3 explains our method of Removing the Extra Partial 
Product Row, section 4 discusses about Wallace tree and 
compressors, final adder is considered in section 5, simula-
tion results and performance comparison are shown in sec-
tion 6 and finally conclusions will be seen in the section 7.  
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2. New MBE Partial Product Generation 
In a n-bit modified Booth multiplier number of required 

Booth encoders is n/2 and the number of partial product 
generation (PPG) circuits is approximately n2, hence power 
consumption and die area in the Booth section is dominated 
by PPG and so integration of PPG section is more important 
than Booth encoder (BE) block. The conventionally used 
modified Booth selector computes the j-th partial product bit 
in the i-th row (PPi,j) according to the equation 1:   

PPi,j = �Aj ⋅ Onei + Aj−1 ⋅ Twoi� ⊕ Negi         (1) 
Where Aj and Aj-1 are the multiplicand inputs of weight 2j 

and 2j-1 respectively. Onei and Twoi determine whether the 
multiplicand should be doubled, and Negi is a digit which 
determines if the multiplicand should be inverted. According 
to table.1, because Towi and Onei could not be simultane-
ously one, we change equation 1 to the following equation: 

PPi,j = �Aj ⊕ Negi� ⋅ Onei + �Aj−1 ⊕ Negi� ⋅ Twoi +   
One�����i ⋅ Two������i ⋅ Negi              (2) 

This relationship consists of three parts that are respec-
tively related to the area I, II and III in the table.1. Fig.2 (a) 
shows proposed BE and PPG sections. 

Table 1.  Truth table for MBE 

Twoi Onei Negi Operation B2i-1 B2i B2i+1  
0 0 0 +0 0 0 0 III 
0 1 0 +A 1 0 0 I 0 1 0 +A 0 1 0 
1 0 0 +2A 1 1 0 II 1 0 1 -2A 0 0 1 
0 1 1 -A 1 0 1 I 0 1 1 -A 0 1 1 
0 0 1 -0 1 1 1 III 
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Figure 2.  Proposed MBE: (a) Booth encoder and selector (PPG), (b) 
Proposed circuits to generate Ki and (c) Hi 

As is clear from this picture PPG’s circuit consists of three 
branches that are constructed by transmission gate (TG). In 
each time only one branch is on and transmits data. For 
describing the circuit and explain why only one branch is on, 
we used truth table. For implementing equation (2), as ta-

ble.1 depicts, data is divided to three areas: in area I, Onei = 
Xi = b2i ⊕ b2i-1 is equal to one (equivalent to multiply by 
one), and middle branch of PPG conducts. in area II, Twoi 
= X�i ⋅ Yi =1 where Yi = b2i ⊕ b2i+1 (equivalent to multiplied 
by two), in this case right branch of  PPG conducts and 
shifts the data to left side, and in area III, both Xi and Yi are 
zero (equivalent to multiplied by zero), and left branch han-
dles sign’s bit (b2i+1) to the output. In two’s complement 
operation, sign bit (Negi=b2i+1) of each row must be added 
with that row. Hence this sign bit of last row cause to have 9 
bit column.  

For having same delay for all branches, size of middle 
transmission gate is smaller (half) than other transmission 
gates. Besides by separating NMOS and PMOS devices and 
merging similar transistors in layout, higher speed is 
achievable. 

Function of sign changing in most of PPG circuits is per-
formed by XOR gate, but in the proposed PPG a XNOR gate 
and an inverter in the output realize this function, and low 
driving capability of transmission gates is overcame by 
output inverter. Fig.3 shows well arranged structure of 
Wang[7] that was used in this work, but by this difference 
that in our structure, we didn’t use extra row omitting 
method of[6] and[7], because latency of omission of addi-
tional row is large and is useless in our high speed pipeline 
structure (table.2). In this multiplier the last sign bit (Negi) is 
removed by using a simple high-speed approach described in 
detail in the following section.  

Furthermore, the logic equations of Ki and Hi in Fig.3 can 
be derived as:  

Ki = A0 ⋅ Onei                    (3) 

Hi = Negi ∙ (One�����i + A0���) = Neg�����i ̇ + Onei ̇ ∙ A0
���������������������     (4) 

Figs.2 (b) and 2(c) represent circuits for generating Ki and 
Hi, respectively. 

3. Extra Partial Product Row Removing 
As mentioned, in Booth algorithm, the sign bit of each 

array (Negi=B2i+1) is added to each partial product row[6]. 
Doing so completes 2-complement in Booth algorithm. Ad-
dition of sign bit in the last array is same as adding an extra 
row to partial product rows. Generally, in an n-bit Booth 
multiplier, n/2 +1 partial product row will be generated. The 
extra row, not only increases the delay and power consump-
tion of Wallace tree[6, 7], but it also leads to irregularity and 
complexity of Wallace tree designing. For example, in a 
16-bit multiplier which uses compressor for reducing partial 
products, the extra row necessitates using eight 5-2 com-
pressors. Whereas, in the absence of such redundant row, the 
whole multiplier could have functioned merely with 4-2 
compressor (which is both smaller and faster[12]) as well as 
having a more convenient design and arrangement. This fact 
is more prominent in bigger multipliers since in which due to 
a bigger hardware, the repeating trend of blocks will affect 
greatly on ease of connections in layout and consequently, 
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Figure 3.  Architecture of proposed partial products after removing the last sign bit 

Less time will be wasted on designing. In[6] structure, the 
duplicate integer of last array is removed which in an 8-bit 
multiplier leads to 13% improvement in speed and 14% 
improvement in power saving. Furthermore, in[7] structure, 
removing extra row in a 32-bit multiplier leads to 15.8% 
reduction of hardware and 11.7% reduction of power con-
sumption. In[6, 7] method’s, for removing duplicate integer 
in the last array, the multiplicand is two’s complementation 
and the result is given to Booth decoder. Although[6, 7] 
structures are faster than conventional methods such as using 
CLA for two’s complementation, they are not applicable in 
big multipliers or high-speed pipelined ones. If we take a 
closer look at fig.3, we will find that instead of two’s com-
plementation of the 16 bits of last array, some initial bits can 
be two’s complementation and the resultant carry will be in 
one of the empty spaces in higher arrays. Since the nearest 
empty space is in the next column of sign bit of first array 
(E1), therefore, at least five bits must be two’s complemen-
tation to remove extra partial product row (fig.3). Hence, in 
this method, independent of the number of multiplying bits, 
it is only needed to two’s complementation of five bits which 
is less delayed and needs a smaller hardware. This method 
has a simple structure and it is possible to design various 
circuits for two’s complementer section. Fig.4 depicts one of 
these circuits in which a 2 to 1 multiplexer and a five bit 
Add-one circuit is used so as to produce Booth decoder input. 
Add-one circuit is described in the following section. 

4. Compression Module 

Among different methods and circuits that are used for 
adding bits by same value in a column, using parallel com-
pressors, due to its higher speed and low area, is more 
usual[4,5,12]. As depicted by fig.3, eight complete rows are 
generated by first stage; hence we have eight rows that must 
be added and reduced to two rows until final adder adds these 
two rows and compute the last result. As is obvious from 
fig.1, this function is performed in second and third cycles. 
In the second cycle two rows of 4:2 compressors convert 8 
rows to 4 rows simultaneously, so after second stage 4 rows 

remains. In the third cycle one row of 4:2 compressors re-
duce row’s number from 4 rows to 2 rows. In other Columns, 
depend on the situation; we used 3:2 compressors or half 
adder, such that less area and power be consumed. This 
procedure is applied to the second stage as well (fig.3). On 
the other hand, because simultaneous arriving of data is 
important in pipeline structures, we used inverters for la-
tency matching between columns. Besides, as is depicted in 
fig.3 in the third stage, from column 3 to column 7, two rows 
exist and hence these two rows could be decreased to one 
row by a high speed five bits adder. Two clear advantages of 
this reduction is: first, for data transmission only five 
flip-flops are needed (rather than ten flip-flops), second and 
more important, final addition is reduced to 25 bits (rather 
than 30 bits) and so, we could achieve to response more 
rapidly. 

 
Figure 4.  Finding two’s complement conversion signals for five bits 

Theoretically 4:2 compressors that were used by[12] have 
latency of 3Δ, where Δ is the delay of one XOR gate. Also, 
Circuit of MBE (fig.2) has three gate delays, but because 
circuit of Booth encoder drives 16 PPG circuits, there is a big 
capacitor in the signal pass and hence delay of MBE circuit is 
slightly higher than delay of 4:2 compressors.  

5. Novel Final Adder 
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Among different adders, carry select adder (CSA) is 
known as a moderate adder, with respect to speed and die 
area[14]. But, some attempts were performed to improve 
these characteristics. For example, in[13], by the aid of an 
add-one circuit die area reduced by 29.2%. Also,[15, 16] by 
combining CLA and CSA improved speed. For the final 
adder, we combined these two schemes and applied changes 
such that the proposed structure to be compatible with pipe-
line structure. Fig.5 shows this adder that is realized in two 
cycles. 

 
Figure 5.  Block diagram of the proposed pipelined final adder 

As was discussed in the previous section from last three 
stages remained two rows that each consist of 25 bits, final 
adder must adds these two rows. We used five adders that 
each one adds 5 bits. Similar to circuit of[14], each adder is 
used by a five bits add-one adder with Cin=0 (rather than 
using a five bits adder with Cin=1).  

But this structure has three major difference rather than 
circuit of[14]. First, instead of using carry chain adder, it 
uses a new CLA (fig.6) for speed up. Second, inputs of 
add-one circuit are connected to the outputs of XOR gates 
(rather than outputs of partial adder); by these change inputs 
of add-one circuit are applied quickly and simultaneously 
and hence speed rises. Third, and most important, in this 
adder a new circuit was used for carry generation of each 
block, that it’s inputs are drown from blocks and hence has 
less hardware, whereas in[16] carry of each block is calcu-
lated from adder’s inputs.  

The carry-out and its complement[15] can be expressed as 
follows: 

Ci = Ai ∙ Bi + (Ai ⊕ Bi) ∙ Ci−1             (5) 
   C� i = A�i ∙ B�i + (Ai ⊕ Bi) ∙ C� i−1             (6) 

According to equation 5 and fig.6 (a), if both Ai and Bi are 
one, PMOS devices of vertical branch become on and output 
will be one. And if both Ai and Bi are zero, NMOS devices of 
vertical branch become on and output carry will be zero. If 
only Ai or Bi is one, TG is on and Ci-1 is delivered to the 
output. Equation 6 and fig.6 (b) are supplement of equation 5 
and fig.6 (a), respectively. Fig.6(c) shows 5 bit block adder 
that uses circuits of figs 6(a) and 6(b).  

TG has a weak driving capability, so after each two or 
three TGs, we must use a buffer (inverter). For avoiding two 
cascading inverters (that has a considerable delay), we used 
one inverter and supplement circuit that have smaller latency. 
Also, as in block adders, we supposed that Cin=0, we used a 
half adder in the beginning of CLA, because when A1⊕B1 
settles, half adder generates one bit, so in a determined time, 
we could add an additional bit. 

 
Figure 6.  Proposed CLA circuit: (a) Ci generator cell, (b) C�i generator 
cell (c) 5 bit CLA. 

Fig.7 depicts add-one circuit that was used in this work 
this circuit was proposed by[17] (except for XNOR gate that 
belongs to half adder). As was mentioned inputs of add-one 
circuit could be connected to the Ai ⊕ Bi rather than adder 
outputs (Si,j), because in partial adders, Cin=0 and Sis are one 
until Ai ⊕ Bi is one. And first Sk=0 occurs when Ak ⊕ Bk=0. 
After occurrence of first zero, outputs of add-one circuit 
become one for bit number k and later bits[15]. 

 
Figure 7.  Used add-one and sum selection cell 
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As add-one and partial adder circuits are similar, we can 
say the maximum delay of these circuits are almost the same. 
Although, number of vertical branches in block adder are 
twice that of add-one (and diffusion capacitance in the signal 
pass is higher), but delay difference between NAND and 
XNOR gates relaxes total delay difference.  

Hence in the forth cycle, 5 bit blocks that are in parallel 
generate Gj and Pj and Si,j bits (Fig.5).As is shown in fig.5, in 
fifth cycle, two functions are performed: 1)carry of each 
block is determined by the Block Carry Generator (BCG) 
cell, 2) after carry generation, final outputs are selected by 
Mux cells. Input carry of each block is determined by the 
previous block according to the equation: 

Cj+1 = Gj + Pj ∙ Cj                    (7) 
Fig.8 (a) shows carry generation of a block in gate level, 

where Cj is input carry of j-th block. Pj is the output of 
add-one circuit of j-th block, and Gj is the final carry out of 
CLA circuit of j-th block.  

 
Figure 8.  Proposed BCG: (a) gate level (b)1 bit Block Carry Generator 
(c)5 bit Block Carry Generator 

Before describing the proposed circuit, we first prove that 
always Pj.Gj=0, in another word, Pj and Gj are not one si-
multaneously. We suppose Pj=1, since Pi = (Ai ⊕ Bi) ∙
(Ai−1 ⊕ Bi−1) ∙∙∙ (A1 ⊕ B1) ∙ (A0 ⊕ B0) , all multiplicands 
must be one, in another word, all Ai.Bi products must be zero. 
Since in partial adder Cin=0, so final carry out, Gj, will be 
zero. Now we can use circuit of fig.8 (b) instead of fig.8 (a) 
because it has one TG delay. As Pj.Gj=0, hence we have three 
situations. First Gj=1 and Pj=0, in this case TG and NMOS 
branches are off, but PMOS branch conducts and output will 
be one. Second, Gj=0 and Pj=0, in this situation TG and 
PMOS branches are off, but NMOS branch conducts and 
output will be zero,. In the third case Gj=0 and Pj=1, vertical 
branches are off and TG conducts. Fig.8 shows Block Carry 
Generator, that uses one inverter and supplement circuit 
similar to CLA. Because each output of BCG circuit is input 

carry (Cin) of a five bit block, hence gate capacitances in the 
output passes of BCG is large and could impact the speed 
considerably. For overcoming this problem, we used mini-
mum sized inverters for connecting output of BCG to the 
Mux cell of each block (fig.8(c)); hence output carry of the 
last blocks will be generated more rapidly.  

Finally, for Pipelining we used the static level sensitive 
latches at the output of intermediate stages that proposed 
in[11, 24]. It uses a transmission gate controlled by a clock 
signal at the input. The feedback path consists of an inverter 
and a transmission gate combined together to reduce power 
dissipation[11]. 

6. Simulation Results 
This section evaluates the performance of our newly 

proposed pipelined multiplier architecture and compares it 
with some similar works. Simulation for the multiplier de-
sign was done using HSPICE in the TSMC 0.35µm (Level 
49) technology. Transistor level simulation results under the 
supply voltage of 3.3V and 1GHz clock frequency with 
0.15ns rise/fall time, are illustrated in Table.2, Table.3 and 
Table.4. 

Table.2 shows delays of different methods to remove extra 
row in Modified Booth algorithm. In higher resolution mul-
tipliers our method has a constant and smaller delay (less 
than 0.62 ns), so it is suitable for high speed pipelined 
structures, as it causes 4% reduction in power consumption 
and 5.2% reduction in transistor count.  

Table 2.  Delay comparisons between the proposed method and other 
methods (Extra row removing with 2’s Complementation) 

 8 bit 16 bit 32 bit 64 bit 128 bit 

[6] CLA (0.13um) 1.33ns 1.64ns 2.4ns 2.80ns 3.35ns 

[6] (0.13um) .47ns .71ns 1.06ns 1.62ns 2.17ns 

[7] (0.13um) 0.35ns 0.53ns 0.79ns 1.21ns 1.63ns 

This Work (0.35um) 0.62ns 0.62ns 0.62ns 0.62ns 0.62ns 

Also as depicted by table.3, among all cells, 5-bit CLA 
cell has largest delay (0.62 ns) and is the speed bottleneck of 
proposed pipelined multiplier. 

Table 3.  Comparison results of each pipelined stage 

Stage delay (ns) Cell delay (ns) Cell name Stage 
number 

0.62 0.49 BE+PPG 1 0.62 5-bit 2’s complement 
0.47 0.47 4:2 compressor 2 

0.62 0.47 4:2 compressor 3 0.62 5-bit CLA 
0.62 0.62 5-bit CLA 4 
0.61 0.61 BCG + Mux cell 5 

Finally, table.4 shows some characteristics of the circuit 
and comparison with similar structures. Note that reference 3 
is in gate level, hence for counting the number of transistors, 
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we assumed each gate consist 4 transistors (4*8246=32984). 
Our multiplier performs the operation with 5 clock cycles, 
and can operate at 1.6 GHz. Total transistor number in the 
proposed multiplier is 9221 and the average power con-
sumption  is only 169 mW as operating at 3.3V, 1 GHz 
corresponding to the input pattern with 31.02% transition 
probability. 

Table 4.  Comparison with some similar works 

 [1] [2] [3] [9] This work 

Process (µm) 0.35 0.35 0.13 0.35 0.35 
Input bits 8×8 8×8 16×16 8×8 16×16 

Supply voltage 3.3v 3.3v 1.2v 3.3v 3.3v 
Fmax (GHz) 1 1.2 2.63 1.2 1.6 

Number of stages 14 6 16 17 5 
Average Power 
@1GHz (mW) 100.52 60.18 - 153 169 

Transistor count 4812 3287 32984 - 9221 

7. Conclusions 
Due to importance of multipliers in signal processing we 

designed a high speed low power 16×16-bit pipelined booth 
multiplier. In this multiplier the last sign bit is removed by 
using a simple high-speed approach that causes 4% reduction 
in power consumption and 5.2% reduction in transistor count. 
Also by using new partial product generation and booth 
encoder circuits speed of first stages (partial product  gen-
eration) is increased and with a novel adder multiplication is 
performed in five cycles. Theoretically number of partial 
products in a 16×16-bit multiplier is fourth that of an 8×8-bit 
multiplier. This factor is a good measure for comparison of 
power consumption and number of   transistors between 
these two multipliers. Table.4 compares some characteristics 
of this multiplier with other similar works. 
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