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Abstract  In this paper an accurate method is presented for determining of the device sizes in a RF circuit based on ge-
netic algorithm (GA). HSPICE RF simulation is used for evaluating of the fitness of the circuit specifications per every 
iteration of the GA. Also an example for a LNA is presented for evaluating of non-dominated sorting genetic algorithm 
(NSGA-II) as a method of multi objective genetic algorithm optimization. Simulation results confirm efficiency of the GA 
for determining of the devices sizes and optimization in a RF circuit. 
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1. Introduction 
Even we are in the digital age and digital circuits directly 

benefit from advances in IC technologies, RF circuits do not 
as much. This issue is exacerbated by this fact that RF cir-
cuits often require external components - for example, in-
ductors – where it is difficult bringing of them into the chip 
even in modern IC processes. In fact, computer aided 
analysis and synthesis tools for RF ICs are still in their in-
fancy which it is forcing the designers to rely on experience, 
intuition, or inefficient simulation techniques to predict the 
performance. For example, nonlinearity, time variance, and 
noise in RF circuits usually require studying the spectrum 
of signals, but the standard ac analysis available in SPICE 
uses only linear, time invariant models[1]. Therefore, de-
veloping reliable automatic tools in RF IC design seems 
very attractive. One solution to this problem is employing 
Evolutionary Computing and in particular Genetic Algo-
rithms (GA). Genetic Algorithm is a global search algo-
rithm, which it models the process of the natural evolution 
in order to optimize the parameters of a problem. Genetic 
algorithm utilizes a non-gradient-based random search and 
is used in the optimization of complex systems[2]. In this 
paper, an example for a LNA which was described in ref-
erence[3] is presented in 0.18μm process for evaluation of 
non-dominated sorting genetic algorithm (NSGA-II) as a 
method of multi objective genetic algorithm optimization. 
Simulation results confirm efficiency of the GA for deter-
mining of devices sizes and optimization of a RF circuit. 
This paper is organized as follow: In Section II a LNA 
which was described in reference[3] is presented. A brief 
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background of NSGA-II is given in section III. In section 
IV, Calculation of fitness function and in section V, simula-
tion results are provided to verify the performance and ca-
pability of the proposed method. Finally performance of 
presented method in this work is compared with previous 
works. 

2. LNA 
Low noise amplifiers (LNA) are one of the key building 

blocks for RF receivers. They play a critical role for deter-
mining the overall system noise figure (NF) of the re-
ceiver[4]. The main function of an LNA is to provide suffi-
cient gain to overcome the noise of subsequent stages (e.g. 
mixers) while adding as little noise as possible. For all kinds 
of receiver’s architecture, LNA is the first block to interface 
the weak RF signal coming from the antenna and duplexer. 
The noise performance and gain of LNA have a significant 
impact on the overall system noise performance[5]. In this 
work, a LNA which described in reference[3] (Fig. 1) is 
designed by using NSGA-II as a method of multi objective 
genetic algorithm optimization and HSPICE RF as evaluator 
tool. The reason we choose multi objective method for op-
timization is that RF circuits usually have several parameters. 
They are against together and designers need to trade off 
between these objectives such as gain, BW (band width), 
phase margin, power, noise figure (NF) and so on. The rea-
son for choosing of NSGA-II among the other algorithms is 
low complexity and high efficiency of its algorithm for op-
timization. Also, we chose a LNA which is described in 
reference[3], because was designed as one of the best LNAs 
with the best parameters till 2010. The performance sum-
mary of chose LNA and comparison to other CMOS LNAs 
are shown in Table 1. Where Vdd is power supply, NF is 
noise figure, Ss are S parameters and FOMs are figure of 
merit. One figure of merit of the LNA is the ratio of the gain 
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in dB to the noise figure in dB. Also FOM2 is[3]: 
𝐹𝐹𝐹𝐹𝐹𝐹2 = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 (𝐺𝐺𝐺𝐺𝐺𝐺 )×𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 (𝐺𝐺𝑎𝑎𝑎𝑎 )

𝑁𝑁𝐹𝐹(𝐺𝐺𝑎𝑎𝑎𝑎 )×𝑉𝑉𝑑𝑑𝑑𝑑 (𝑣𝑣)
              (1) 

 

 
Figure 1.  Schematic and small signal equivalent of LNA[3] 

Table 1.  Performance Summary and Comparison to Other CMOS LNA[3] 

Ref [3] [6] [7] [8] [9] [10] [11] 
F0(GHZ) 5.7 5.7 5.2 5.7 5.4 5.2 5.2 
NF(dB) 1.85 3.5 2.45 3.7 3 2.5 3 
S21(dB) 32.5 16.4 19.3 12.5 21 16 10 
S11(dB) -14 -11 N/A -15 -10 -12 -30 
S22(dB) -17.5 -15 N/A -9 N/A -12 -15 
Vdd(v) 1.8 1 3.3 1.8 1.8 3 2 
FOM1 17.57 4.68 7.88 3.38 7 6.4 3.33 
FOM2 87.28 16.8 8.26 5.69 16.8 11.1 4.1 

3. NSGA-II as an Optimization     
Algorithm 

Most of actual optimizing questions are naturally multi 
objective. It means that several objects must estimate at the 
same time. There are two views for solving multi objective 
optimizing questions. In the first method, we combine ob-
jects together, and then give weight to them to change the 
question to a single objective one. In this condition a certain 
weight will be given to each objective and objectives with 
higher priority will be assigned more weight to them. But the 
problem is that, in actual optimizing questions, objectives 

have no specific priority to each other. So it is not clear what 
weight should be allocated to each objective. Another 
method is using of ˝non-dominated˝. In this method, each 
objective is optimized separately, so that we obtain a bunch 
of non-dominated answers called ˝pareto optimal answers ˝. 
None of these answers have any priority to each other, ac-
cording to all goal functions. So we can select each of them 
on the basis of our need. multi objective genetic algorithm 
uses such a technique to optimize multi objective prob-
lems .In many of optimizing questions , objectives are in 
opposition to each other .so the improvement in one may 
destroy the others . The problem causes the increasing 
numbers of ˝pareto front ˝after a few repeat. The result of this 
increasing is disorder in performance of program. To solve 
this problem, many algorithms have suggested in recent 
years. In ˝SPEA˝ algorithm, that presented by ˝Zitzler˝, the 
numbers of pareto front preserve in an external archive .there 
will use of a classification algorithm to reduce numbers of 
pareto front if the numbers of pareto front cross from distinct 
border. The classification is done in this way: the crowding 
distance between remained non-dominated numbers should 
be preserved. In fact, those numbers that their similar or 
close answers are available will be deleted from the cy-
cle .Also ˝Deb˝ and his colleague introduced a method called 
˝non-dominated sorting genetic algorithm˝ (NSGA2) .this 
method uses non-dominated ranking for ˝elitism˝ and im-
plementing of ˝population distance˝ for preservation of an-
swers crowding[12-13]. The operation of NSGA-II is illus-
trated in Figure 2 [14]. First, we form a random primal N 
sized population. By using usual operators of genetic algo-
rithm another N members are made. 

 
Figure 2.  Illustration of the operation of NSGA-II.[12] 

Then two populations are merged into one population of 
size 2N which it is sorted using a non-dominated sort algo-
rithm. The non-dominated sort generates a set of non- 
dominated fronts. The solutions in the first non-dominated 
front are better than those in the second non-dominated front 
and so on (Figure 3). 

After completing the non-dominated sort, non-dominated 
fronts are added sequentially to a new population of size N, 
starting with the best non-dominated front, until the popula-
tion is filled or reaching a non-dominated front that has more 
individuals than population. Now another sort using a 
crowding distance metric is performed on this non- domi-
nated front to select individuals which it enhances the di-
versity of the solutions as[12]: 
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𝑐𝑐𝑑𝑑𝑑𝑑 �𝑥𝑥[𝐺𝐺 ,𝑑𝑑]� =
𝐺𝐺𝑑𝑑�𝑥𝑥[𝐺𝐺+1,𝑑𝑑]�−𝐺𝐺𝑑𝑑 (𝑥𝑥[𝐺𝐺−1,𝑑𝑑])

𝐺𝐺𝑑𝑑
𝑚𝑚𝐺𝐺𝑥𝑥 −𝐺𝐺𝑑𝑑

𝑚𝑚𝐺𝐺𝐺𝐺         (2) 

𝐶𝐶𝑑𝑑(𝑥𝑥)   = ∑  𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑 (𝑥𝑥)             (3) 
Where 𝐺𝐺𝑑𝑑  is a goal function and  𝐺𝐺𝑑𝑑𝑚𝑚𝐺𝐺𝑥𝑥 and  zk

min  are 
maximum and minimum for this function (Figure 4)[15]. 

 
Figure 3.  Front of NSGA-II[13] 

 
Figure 4.  The calculate of crowding distance [15] 

4. Fitness Function Calculation 
First step of simulation of mentioned algorithm using 

MATLAB and HSPICE RF, the net list of each parameters 
vector is created and HSPICE RF is called. Then, the output 
file of HSPICE RF is used for object evaluation. In fact, a 
LNA using GA as a search algorithm and HSPICE RF tool as 
the fitness evaluator, is designed (Figure 5). 

 
Figure 5. Optimization Procedure[2] 

5. Simulation and Results 
Using GA program, the circuit size vector and the per-

formance characteristics are shown in Table 2. Also Figures 
6, 7, 8,9,10 show genetic algorithm process. Figures illus-
trate that executed algorithm is converged to the optimized 
point after 600 generations with initial population which is 
equal to 100. Follow execution of GA program, the per-

formance characteristics were obtained which were better 
than the desired objects in reference[3]. The circuit size 
vector and the performance characteristics and optimized 
value are shown in Table 2. 

 
Figure 6. Multi objective optimization (NF vs. S11) 

 
Figure 7.  Multi objective optimization (NF vs. S22) 

 
Figure 8.  Multi objective optimization (NF vs. S21) 

 
Figure 9.  Multi objective optimization (S11 vs. S21) 
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Figure 10.  Multi objective optimization (S22vs S11) 

Table 2.  Optimum Values Obtained Using GA 

Parameter Value1 Value2 Value3 unit 

(nr)m1 26.75 28.29 24.44 - 
(nr)m2 25.21 42.12 29.43 - 
(nr)m3 16.56 16.56 16.56 - 
(nr)m4 38.85 38.09 39.62 - 
(nr)L1 3 3 3 - 
(nr)Ls 0.5 0.25 0.25 - 
(nr)L3 3 3 3 - 
(nr)Lo 2.25 1.75 1.75 - 
(nr)Lg 3 2 2.25 - 
(rad)L1 60 60 60 µm 
(rad)Ls 60 105 30 µm 
(rad)L3 45 45 45 µm 
(rad)Lo 105 105 105 µm 
(rad)Lg 45 45 45 µm 

Cb 8.22 8.37 8.37 pf 
Co 288.24 281.18 281.18 ff 

Vbb 1.28 1.33 1.34 v 
Vdd 0.61 0.61 0.61 v 

power 14.62 20.41 19.09 µw 
S21 39.89 36.74 39.36 dB 
S11 -17.77 -15.88 -26.64 dB 
S22 -22.79 -28.14 -27.36 dB 
NF 1.68 1.63 1.68 dB 

FOM1 23.74 22.53 23.42 - 
FOM2 626.39 440.91 589.31 - 

Table 3.  Comparison with Previous Works 

Ref This work This work This work Ref.[3] 
F0(GHZ) 5.7 5.7 5.7 5.7 
NF(dB) 1.68 1.63 1.68 1.85 
S21(dB) 39.89 36.74 39.36 32.5 
S11(dB) -17.77 -15.88 -26.64 -14 
S22(dB) -22.79 -28.14 -27.36 -17.5 
Vdd(v) 0.61 0.61 0.61 1.8 
FOM1 23.74 22.53 23.42 17.57 
FOM2 626.39 440.91 589.31 87.28 

Where (nr)ms is the number of finger of each transistor, 
(nr)Ls is the number of turns in the coil of each inductor and 
(rad)Ls is the Radius of coil of each inductor. Values 1, 2, 3 
are diversity of results, on pareto front while all of them are 
better than result in reference[3]. All of these values are 
usable for your work. The simulation results confirm the 
efficiency of the GA for determining the devices sizes in 

LNA. Also a comparison has been made between the results 
of proposed algorithm in this work and reference[3] in Ta-
ble 3. 

6. Conclusions 
In this paper Genetic Algorithm and simulation based op-

timization were combined to produce an accurate tool for 
LNA designing. Also we show that multi objective algo-
rithms like NSGA-II are some of the best methods for de-
signing of this kind of RF circuits where they can be even 
used for designing of other characteristics as distortion be-
haviour and so on. The proposed method which it used for 
designing of this circuit is a general method and it is usable 
for any other types of RF circuits. 
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