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Abstract The essence of software reuse is the use of engineering knowledge or artefacts from existing software com-
ponents to build a new system. Software reuse can significantly improve the quality of software products and reduces the
overall development cost. Software reuse repository must be designed and developed in such a way that they can easily
locate the components based on the requirements of the developers.

This work proposes a new methodology for efficient classification and retrieval of multimedia software components based
on user requirements by using attribute classification scheme with genetic algorithm. In this intelligent classification we use
Genetic algorithm that performs the classification of reusable software components in an intelligent manner and retrieves

the components based on the requirements of the developers.
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1. Introduction

Software reuse is the use of engineering knowledge or
artefacts from existing software to build new systems[1].
The most common reuse product is the source code. Not
only limiting to the source code reuse the other work prod-
ucts like the design, documentation, architecture, test data,
tool and requirement specification can also be reused.

Software reuse is an important area of software engi-
neering research that promises significant improvements in
software productivity and quality[4]. Reuse has the poten-
tial to reduce cost, increase the quality of the products and
shortens the time of software development. Reuse makes
sense because the similarity found across software systems
is significant. It is usually found that 60% to 70% of one
development activity is common to the next activity. From
this point of view software reuse can be promoted as a pro-
ductivity and quality enhancement. As it is observed now a
day’s the cost pressure is increasing example in case of
telecommunication and banking domains[3].

The biggest problem of software reusability in many or-
ganisations is the ability to locate and retrieve the existing
software components. To overcome this problem, a neces-
sary step is the ability to organize and catalogue collections
of software components, to quickly search a collection to
identify candidates for potential reuse, which can be used
by developer to incorporate the components to build new
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efficient applications based on the requirements.

The best quality reuse repository tool is required to have
a wide variety of high quality components, which are or-
ganized in an efficient manner using a classification tech-
nique and must be able to retrieve the best components that
match user requirements. Effective software reuse requires
that the users of the system have access to appropriate
components. The user must access these components accu-
rately and quickly and if necessary be able to modify
them[2, 16].

This paper focus on the new methodology of intelligent
classification and retrieval of software components from the
reuse repository, this method implements a genetic algo-
rithm for the effective classification of components in the
repository and retrieves the best fit components from the
repository based on the user requirements.

This paper is organized into the following sections. Sec-
tion 2 is the literature survey which describes about the
various existing classification techniques that are used to
classify the components in the repository. Section 3 de-
scribes about the architecture of the proposed system in
detail. Section 4 describes in detail about the intelligent
classification and retrieval technique in two phases the
component classification phase and retrieval phase. Section
5 explains about the genetic algorithm for identifying the
classifiers. Section 6 deals with the experiments and the
results. Section 7 explains about the graphs in details which
deal with experimental results. Section 8 deals with conclu-
sion and future work followed by references.

2. Related Research
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In the recent past research on software reuse has been
focusing on several areas: examining programming lan-
guage mechanisms to improve software reusability, devel-
oping software processes and management strategies that
support the reuse of software, strategies for setting up li-
braries containing reusable code components and classifica-
tion and retrieval techniques to help a software professional
to select the component from the software library that is
appropriate for his or her purposes.

2.1. Existing Software Component Classification and
Retrieval Techniques

2.1.1. Free Text Classification

Free text retrieval performs searches using the text con-
tained within documents. The retrieval system is typically
based upon a keyword search[16]. All of the document in-
dexes are searched to try to find an appropriate entry for the
required keyword. The major drawback with this method is
the ambiguous nature of the keywords used. Another dis-
advantage is that a search my result in many irrelevant
components. A typical example of free text retrieval is the
‘grep’ utility used by the UNIX manual system. This type of
classification generates large overheads in the time taken to
index the material, and the time taken to make a query.

2.1.2. Enumerated Classification

Enumerated classification uses a set of mutually exclusive
classes, which are all within a hierarchy of a single dimen-
sion[6]. A prime illustration of this is the Dewey Decimal
system used to classify books in a library. Each subject area,
e.g. Biology, Chemistry etc, has its own classifying code. As
a sub code of this is a specialist subject area within the main
subject. These codes can again be sub coded by author. This
classification method has advantages and disadvantages
pivoted around the concepts of a unique classification for
each item. The classification scheme will allow a user to find
more than one item that is classified within the same section /
subsection assuming that if more than one exists. This type
of classification schemes is one dimensional, and will not
allow flexible classification of components into more than
one place. As such, enumerated classification by itself does
not provide a good classification scheme for reusable soft-
ware components.

2.1.3. Attribute Value Classification

Attribute value Classification scheme uses a set of attrib-
utes to classify a Component[6]. For example, a book has
many attributes such as the author, the publisher, and a
unique ISBN number and classification code in the Dewey
Decimal system. These are only example of the possible
attributes. Depending upon who wants information about a
book, the attributes could be concerned with the number of
pages, the size of the paper used, the type of print face, the
publishing date, etc.

2.1.4. Faceted Classification
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Faceted classification schemes are attracting the most at-
tention within the software reuse community. Like the at-
tribute classification method, various facets classify com-
ponents however there are usually a lot fewer facets than
there are potential attributes. Ruben Prieto-Diaz[2, 8, 12 and
17] has proposed a faceted scheme that uses six facets. Each
of the facets has to have values assigned at the time the
component is classified.

3. Proposed System

Newly developed software components are classified and
stored in reuse repository using the intelligent classification
scheme. Existing components, which were classified using
any one of the above four mentioned classification tech-
niques, need to be reclassified according to the requirements.
The architecture of the proposed system is shown below.
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Figure 1. Proposed System Architecture.

The intelligent classification scheme describes each po-
tential reusable component in the form of 9 characteristics.
The classification scheme encodes the characteristics of the
component into a series of bit strings (0’s and 1’s form) of
36 bits in length and these bit strings are processed by the
genetic algorithm for the purpose of discovering the classi-
fiers, where each classifier holds the homogeneous set of
software components which are relevant in characteristics
in its classifier set.

User will retrieve his desired component by specifying
the required attributes of the components. The component
retrieval system retrieves the desired components whose
characteristics match the user specified attributes.

The following sections describes about the intelligent
classification and retrieval techniques in detail.
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Figure 2. Detailed explanation of the intelligent classification and re-
trieval technique based reuse repository system.

4. Intelligent Classification and
Retrieval Scheme

The Intelligent method of classification and retrieval of
software components from the reuse repository is divided
into two phases. The first phase is the component classifica-
tion phase, which is sub divided into the encoding and clas-
sifier discovery phases. The second phase explains about the
retrieval of components from the reuse repository.
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sofihware componenits

Component Component
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Encoding of Claszzifier
Software Componenis Driccovery

Figure 3. Phases of Intelligent Classification and Retrieval Technique.

4.1. Phase 1: Intelligent Component Classification Phase

In the component classification phase the components are

classified using the 9 characteristics. The classification
scheme uses a genetic algorithm which evolves the small
number of classifiers by dividing the set of available com-
ponents stored in the reuse repositories into certain subsets.
This innovative way of classification of components using
the genetic algorithm will result in the fast retrieval of the
correct components according to the requirements that are
specified by the user.

This phase is further divided into two sub phases, the
encoding phase and the classifier discovery phase. In the
encoding phase the components characteristics are encoded
to binary form that is understood by the genetic algorithm.
The genetic algorithm processes the bit strings and evolve
the classifiers where each classifier holds the set of homo-
geneous software components.

4.1.1. Encoding of the Software Components

Each of the reusable software components are described
with a set of 9 characteristics, which were identified by
examining a component from both the functional and
non-functional perspectives. The 9 characteristics include
the following.

1. Component Name
Functionality
Domain
Operating System
Algorithm
Implementation Language
Developer
Time Complexity
. Price

Each of the above mentioned characteristics of a software
component are encoded to a binary string of 0’s and 1’s ,
where length of each characteristic of a component is four
bits and therefore the total string length of the component is
the aggregation of the number of bits needed to represent all
possible values of each distinct characteristic. Therefore the
total string length of each reusable software component is 36
bits, which includes all the 9 characteristics of a software
component, represented in the binary form. This 36 bit string
is used by the genetic algorithm to discover the component
classifiers.

0PN U AW

111011011100100000010011001010011010

Component Name: "Online Credit Card Transacton"
Functonality: "Online Monetary Transaction"
Domain: “"Banlking Donain"

Operating System: Windows XP, Linux, Unix
Algorithm: General

Implementation Language: Java

Developer: IBM

Time Complexdity: O{N)

Price: $25-50

Figure 4. Example of a Component encoding.

4.1.2. Classifier Discovery

The genetic algorithm attempts to discover several dif-
ferent classifiers, where each of the classifier, classifies a
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number of software components into a homogeneous set in
terms of characteristics. The classifier sets may have com-
mon elements as the classification process is based on
component characteristics, with which it attempts to find
large group of components with common values. There will
be large no of components classified against a small number
of classifiers.

Searching for a component will be performed by exam-
ining the user preferences against the classifiers rather than
the actual components, something which will result in a fast
searching process. The threshold parameter value specifies
the similarity of a component with a classifier (that is the
number of perfectly matched characteristics).

4.2. Phase 2: Component Retrieval

In the component retrieval phase, user will search for a
specific component. First the user will enter the desired
characteristics of a component which he wants to retrieve
from the reuse repository, through an interface. Second the
user will set the matching threshold value (obviously the
lower the threshold value the more components will be re-
turned and higher the threshold value, exactly the compo-
nents that matches user entered characteristics will get re-
turned).

The System will encode the user request as a bit string and
will compare it against all classifiers that were discovered in
the classifier discovery phase. The closest match will signify
the “winning” classifier and the components that are classi-
fied under the winning classifier will get returned.

5. Genetic Algorithm for Identifying the
Classifiers

A dedicated Genetic Algorithm[5] was developed to
evolve candidate classifiers and select the optimal solution in
terms of number of components in the corresponding classes,
which works in discrete steps as follows:

1. Create a random population of 100 chromosomes (poten-
tial classifiers)
2. For every generation of genetic algorithm

2.1 Apply crossover operation to every pair of classifiers,
where each pair is randomly selected according to the
crossover probability

2.2 Apply mutation to a randomly selected classifier ac-
cording to the mutation probability
3. Perform component classification for each of the 100
classifiers:

a) Compare each classifier’s values of characteristics
with those of each component. If component is close
enough (determined by a threshold) to a classifier then as-
sign the component to the class represented by this classi-
fier.

b) Select the top 20 classifiers (chromosomes) in terms of
the number of assigned components. Then find the average
numbers of assigned components to 20 classifiers. This is
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the average fitness of current generation.

c) If the average fitness of the current generation is
greater than that of the previous generation then create a
new population by selecting chromosomes according to
their fitness and repeat step 3. Otherwise do not create new
population and repeat the step 2

The above algorithm is repeated until a termination con-
dition is reached. In our case the algorithm terminates if no
improvement in the average fitness of the population is ob-
served for 100 generations. A very important parameter is
the value of threshold, which determines whether a compo-
nent belongs to a certain classifier. For example, a value of
40% means that at least 40% of the values of the classifier
characteristics are identical to those of a component. This
threshold value essentially determines the “success” level of
a classifier to gather a rich number of components in his
class.

6. Experimentation and Results

The first phase of the experiments was concerned with the
classification of pool of components. In the second phase we
investigate the retrieval of specific components.

6.1. Classification Phase

For the classification phase we created a randomly 1000
components, each comprising 36 bits. The results reported
are averages over 100 runs. The classification of the com-
ponents is based on the 9 characteristics as described in
section 4. The threshold parameter is of paramount impor-
tance to our method, since it is a measure of similarity be-
tween the component characteristics and the classifier
characteristics. We set the threshold value to assume the
values of 30%, 40%, 50%, 60%, 70% and 80% for com-
parison purposes. The value of 30% produced classifiers,
where each classified almost all of the available software
components. This denotes that the classifiers derived cannot
differentiate between the components. The threshold value
of 80% did not produce good results either, because each
classifier classified only between one and three components,
which is also undesirable as it leaves many components
unclassified.

The results for the threshold values of 40%, 50% and 60%
are listed in Table 1. The “Average” column denote the
average number of components classified by each classifier,
while “Not Classified”, denotes the number of unclassified
components. The scores of 50% are quite successful, since
there are no unclassified components and each classifier
includes almost half of the components (47%). Thus, in the
retrieval phase only half of the components need to be
searched. Moving along the same line, the value of 60% is
also satisfactory since each class contains a small number of
components (58 on average), but there is a significant
number of unclassified components. The threshold value of
40% did not perform at all as it classified almost all of the
components are classified by its classifiers.
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6.2. Retrieval Phase

In the Retrieval phase testing, we created a 10 random
user requests searching for software components. Then the
threshold value is set from 40% to 70% at increments of 10%
as shown in Table2. We can observe that the 40% threshold
returned a richer number of components, but not all of them

were relevant to the user’s requirements as expected. The 50%

and 60% values retrieved less but more relevant components.
The 70% threshold returned results for some queries only but
it retrieved exact matching components for user’s request.

Threshold Threshold Threshold
Parameter Value: 40% Parameter Value: 50% Parameter Value: 60%
Average Average Average Average Average Average
{no. of (no. of {no. of {no. of {no. of {no. of
Classified |Unclassified | Classified |Unclasgified | Clasrified |Unclassified

Compenents)|Components ) (Componenis) Components) (Componente ) Components)

920 0 450 0 20 70

Tahle 1. Experimental REesults of Component Classification by 20 Classifiers

Thresheld Threzheld Threzheld Threzheld
Parameter Value:40%|Parameter Value:50%|Parameter Value: g0 % |Parameter Value:T70%)

Average nuber of Components per Classifier
27 ‘ 20 12 2

Table 2. Fetrieval Phase Remilts

7. Graphs

7.1. Graph for Comparing the Search Effectiveness of
Various Classification Schemes

Search effectiveness refers to how well a given method
supports in finding relevant components in the repository. It
tells about the number of relevant items retrieved over the
total number of retrieved items.

The graph for comparing the search effectiveness of
various classification schemes is depicted below in figure 4.
The horizontal axis on the graph represents the list of various
existing classification schemes along with the intelligent
classification scheme. The no of data items are represented
along the vertical axis. The total data items retrieved are
shown in white colour and the coloured area indicates the
percentage of the relevant items among all the retrieved
items.

Explanation:

Comparing with existing classification techniques, the
integrated classification scheme performs well in retrieving
the most relevant components according to the user re-
quirements, but this scheme classifies components in the
repository using only few attributes. Whereas, our proposed
intelligent classification and retrieval system classifies the
components in a broad manner on the basis of both func-
tional and non-functional characteristics, which makes the
proposed system more efficient in nature in retrieving most
relevant components. The retrieved components working
performance is highly commendable when integrated in the
newly developing software systems, as the system supports
the retrieval of most relevant items matching the user re-

quirements.

The threshold value parameter which is important in the
Intelligent classification and retrieval technique will effec-
tively determine whether a component belongs to certain
classifier or not. For example, a value of 40% threshold
means that at least 40% of the values of the classifier char-
acteristics are identical to those of a component. Thus, the
selection of threshold value parameter will also plays a
prominent role in retrieving most relevant components
among the existing components.

1G 1
—— "
T 9 -
'g
8 -
g 4.
e 7 |
g EI _//: I I B
N -
e (.
A . —
S 3 |
Ll
S 1 _/_
RN - -
P \.Gb & ) '@'b <
@ « 2 & L 2
& &qu &7 & ad HS\\{*
¥ &
" List of Classificetion Schemes” xéi‘\%

&
Figure 5. Finding Most Relevant Components.

The graph representing the finding of most relevant
components is shown for the threshold values 40%, 50% and
60 % which marked the high performance results, in re-
trieving the most relevant components among all the com-
ponents but they retrieved very less components but all of
those matched with most of the user requirements.

7.2. Graph for Comparing the Search Time of Various
Classification Schemes

Search time is the amount of time spent by the reuse re-
pository system to locate the specific component in response
to the user request. The graph for comparing search time of
various classification schemes is shown in figure 5. The
horizontal axis on the graph represents the various existing
classification schemes along with the proposed scheme and
the vertical axis represents the total search time to retrieve
the components. The total data items retrieved are shown in
white colour and the coloured area indicates the search time
to retrieve those data items.

The intelligent classification and retrieval scheme uses a
genetic algorithm, this genetic algorithm attempts to dis-
cover the several different classifiers, each of which classi-
fies a set of homogeneous components in terms of charac-
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teristics.

Searching for a component will be performed by exam-
ining the user preferences against the classifiers rather than
the actual components this will result in a faster searching of
components. The graph in figure 5 shows the search time of
components in the proposed system. The graph showing the
intelligent classification and retrieval scheme search time
performs well for the threshold values of 50% and 60% with
successful outcome.
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8. Conclusion and Future Work

An effective software reuse repository software tool is
designed and successfully implemented with the proposed
intelligent classification and retrieval scheme. Our Classifi-
cation is based on small set of classifiers which are evolved
using the genetic algorithm. Each classifier evolved by the
genetic algorithm attempts to classify the large number of
software components according to the common characteris-
tics. Retrieval of the relevant components is performed by

comparing the user requirements with those of the classifiers.

Thus, comparing a component’s specification with only
those of the classifiers instead of the entire set of available
components in the repository will significantly save the
search time of the components. A threshold is also used
when evolving the classifiers, which determines the degree
(percentage) of similarity with a classifier that is required to
classify a component in a certain class. The threshold value
has been found to have a profound influence in both the
classifier’s design phase (with the GA) and the retrieval
phase.

Future work involved with this proposed intelligent
scheme is the multimedia presentation of the components.
Ranking of components that are returned by the system can
also be included as an enhancement to future work.
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