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Abstract  In this paper, we study the effect of codebook size and codevector size using vector quantization (VQ) for 
retrieval of images, not restricted to the compressed domain. We use the image index model, to study the precision and 
recall values for different similarity measures. The study presents the following findings. The codebook size and codevec-
tor size are directly proportional to the precision value for a locally global codebook, but are dependent on the size of the 
source image for a local codebook. The Encoding Distortion similarity measure calculated from the local codebook pro-
duces the highest precision for the same recall over all other similarity measures. The Histogram Intersection using locally 
global codebook gives higher precision for higher codebook sizes. It is established that VQ can be used to create a single 
valued feature to represent the image in the image index model. This feature based on distortion measure can be effectively 
used for image retrieval based on the experimental results. 
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1. Introduction 
The image capturing devices have increased the number 

of images that are stored in the digital formats to such an 
extent that retrieval of the images has become a big problem. 
Content based retrieval[1] in large image databases has be-
come the need of the hour. To facilitate the retrieval process, 
an index[2] of the image database is constructed that con-
tains the similarity measure of the image to other images in 
the database. 

Many image indexing methods, to enable fast retrieval of 
images, have been proposed. Keywords[1] which are 
manually assigned or automatically assigned from tag and 
title or as annotations are used to index an image. The 
drawback with keywords is that the manual process is user 
dependant as different users assign different keywords for 
the same image. Automatic tagging depends on proper 
naming convention. If name is not clearly assigned then, it 
cannot reflect on the content of image. Another method is to 
assign tags for an image based on the textual content[1] 
close to it in the document. The text around the image will 
be closely associated with the content of image. But adver-
tisements and company logos may also be considered to 
represent the content of the image, in this case. 

A second, widely researched area is based on feature 
vectors[1] derived from images. Histograms[3] give the 
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color content of the images. Segmentation and Edge detec-
tion[1] algorithms are used to trace edges and identify or 
classify the shape of the images. The above mentioned 
techniques do not use the spatial content of the image and 
the storage requirement is large.  

Vector quantization (VQ)[4] is an efficient technique for 
low bit rate image compression. It is also an indexing tech-
nique where the image is represented as a set of code vec-
tors. VQ represents the image as a codebook that reflects 
the intensity and spatial content of the image. The code 
book is a representation of the content of the image. We can 
use a local codebook[12, 13, 14], a global codebook[5, 6, 7], 
or a locally global codebook[20, 22] to represent the image.  

In this paper, we give a brief description of how VQ is 
applied to create the index structure for images using vari-
ous similarity measures. The precision and recall graph is 
analyzed and evaluated for the various codebook sizes and 
for various codevector sizes, computed for the same image 
database. The locally global and local codebooks are used 
for the experiments. The distortion with the codebook or the 
intersection distance of the histogram is taken as a single 
feature to represent the image in the image index model. 

2. Previous Work 
The past work on CBIR mostly represented the images by 

feature vectors. Color was the mostly used discriminating 
feature[8, 9]. Histogram is used to represent the color dis-
tribution in an image. To reduce complexity, the color space 
is first quantized into a fixed number of colors (bins) and 
images are compared by comparing their color histograms. 
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Examples of schemes for image retrieval based on color 
histograms are[3, 8, 10]. An analysis of color histograms can 
be found in[11]. VQ based image classification and retrieval 
has been proposed in the past. As quantization is performed 
on image blocks instead of single pixels, some spatial in-
formation is implicitly included. Idris and Panchanathan[5] 
use VQ to index compressed images and video data. VQ is a 
lossy technique efficiently used for image compression to 
capture the content of image and maintain an acceptable 
quality based on the feature base. Images are initially com-
pressed using a global VQ codebook[5, 6], then for each 
code vector in the codebook, a histogram of image blocks is 
generated (the number of blocks is taken to be the number of 
code vectors used in the image). Their results compare fa-
vorably to methods based on color histograms. Idris[6] used 
a global code book to represent a set of compressed images. 
The histogram of the code vectors of the image is used as an 
index to measure the similarity of the image to other images. 
Later in[5], a usage map is computed for the code vectors of 
a global code book. Similar images were found to have 
similar usage maps. It reduced the time to process a query as 
it is a simple XOR operation to find the similarity of an 
image.  

With the advent of digital camera, the number of images 
stored in a database exploded. Then, it was not possible to 
create a single global codebook for the entire database. 
Schaefer[12] proposed an algorithm that used local (or in-
dividual) codebook for each image. The code book similarity 
was used as a measure of the Hadusdorff distance[13] and a 
median Hadusdorff distance and a modified Hadusdorff 
distance was proposed[13].  

In 2005, Daptardar and Storer[14] proposed to find the 
Encoding distortion distance between the images for local 
codebooks. Jeong and Gray[15] used minimum distortion 
image retrieval using Gaussian mixtures. The image with the 
lowest distortion was the best match.  

As the size of the database increased, global codebook 
generation was not possible. So, the local codebook was used. 
Later, individual codebook for each image was generated to 
calculate the distortion distance. Now, a locally global 
codebook[22] is generated using the incremental codebook 
generation process. This is representative of the global 
codebook generated already. 

In this paper, we analyze the precision and recall curve for 
various codebook sizes generated, and use the similarity 
measures Hadusdorff distortion, Encoding distortion and 
Histogram Intersection for finding precision and recall from 
the image index model[17]. 

3. Vector Quantization  
Vector Quantization[4] is used to quantize and compress 

the pixels of an image. An image is blocked into M, 
K-dimensional source vectors of pixel values. Using the 
LBG clustering algorithm[4], a codebook is computed as 
described below.  

Consider M to be a source vector of the images, D to be a 
distortion measure, N to be the number of code vectors or the 
codebook size, and then we can compute the codebook C and 
a partition space P which result in the smallest average dis-
tortion.  

An image is divided into blocks consisting of M source 
vectors called the training sequence T = {x1,x2,x3,…,xm}. 

This training sequence can be obtained from the large 
image database used for content based retrieval. M is as-
sumed to be sufficiently large, so that all the content of the 
images are captured by the training sequence. Let the source 
vector be K-dimensional given as xm = (xm,1,x m,2,x m,3,…,x 

m,k), where m=1,2,…,M. 
Let N be the number of codevectors and let C = 

{c1,c2,c3,…,cn} represent the codebook. Each code vector is 
K–dimensional, cn = (cn,1,c n,2,c n,3,…,c n,k), n=1,2,…,N. 

Let Sn be the encoding region associated with code vector 
Cn and P be the partition of the space, then P = {S1,S2, 
S3,…,Sn}. 

If the source vector xm is in the encoding region Sn, then its 
approximation (denoted by Q (Xm)) is Cn 

( ) ,m n mQ X C if X S= ∈                (1) 
Let the average distortion be:  
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We calculate C and P such that Dave is minimized for any 
given T and N. If C and P are to be found, then it must satisfy 
the following criteria. 

The Nearest Neighbor Condition which states that the 
encoding region Sn should consist of all source vectors that is 
closer to Cn than any of the other code vectors. For those 
vectors lying on the boundary, the one with the smallest 
distortion value is considered.  

{ }2 2
': ' 1,2,...,n n nS x x c x c n N= − ≤ − ∀ =   (3) 

The LBG VQ algorithm is an iterative algorithm which 
solves the above two optimality criteria. The algorithm re-
quires an initial codebook C0. This initial codebook is ob-
tained by the splitting method. In this method, an initial code 
vector is set as the average of the entire training sequence. 
This code vector is then split into two. The iterative algo-
rithm is run with these two vectors as the initial codebook. 
The final two code vectors are split into four and the process 
is repeated until the desired number of code vectors is ob-
tained.  When a codebook is defined, then the source vectors 
of the image can be mapped to code vectors of the codebook 
according to the nearest neighbor rule. 

We use the LBG VQ algorithm to generate the local co-
debook for each image. It is also used to generate the locally 
global codebook for the entire set of images based on the 
incremental codebook generation process. 

3.1. Similarity Measures 

3.1.1. Histogram Intersection (HI) 
We can compute the histogram[15] of an image i for a 
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locally global codebook of the entire image database. It is a 
N dimensional vector {Hi : i= 1,2,…,N} where Hi is the 
number of source vectors that fall into the encoding region of 
a code vector. N is the number of codevectors in the code 
book. The Euclidean distance[13] is calculated between two 
image histograms h and g as 

( ) ( ) ( )(∑ −=
22 , xgxhghd        (4)  

Where h(x) is the histogram of one image and g(x) is the 
histogram of the other image. 

The intersection distance[15] is calculated as  

( )
( ) ( )( )

( )
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m in ,
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d h g

h g
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∑
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|h|, |g| are the magnitude of each histogram which is equal 
to number of samples. 

Using the locally global codebook[22], a histogram of 
codevectors for an image i is calculated as Hi = (h1, 
h2 …..h256). We find the feature vector for all the S code-
vectors as histogram Intersection distance HIij between two 
images i and j in the database for all the images using equa-
tion 5. 

3.1.2. Encoding Distortion (ED) 

Schaefer[13] uses a local codebook for each image as its 
feature vector. To determine the image similarity based on 
encoding distortion distance (EDD)[13], codebooks of im-
ages are directly compared with the images as  

( ) ( ){ }( , ) max , , ,EDD ED B ED Ad A B d A C d B C=     (6) 
where the ED is determined by  
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is the average per component squared Euclidean distance 
between source vectors and codevectors 

. The ED[21] is used as a measure to 
determine the similarity of the images. 

N

i 1C {y} ==

3.1.3. Hausdorff Distortion (HD)  

Modified Hausdorff Distance[12] compares two local 
code books to measure their similarity. Let CA and CB be 
code books for the images A and B. Then Hausdorff Dis-
tance is calculated as 

( ) ( ){ }( , ) max , , ,
A B HD A HD BMHD B A

d C C d C C d C C=
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Where the Hausdorff distortion (HD) is determined as 
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The HD[21] is used as a similarity measure to determine 
the similarity of the images.  

3.1.4. Incremental Codebook Generation 

The codebook for an image can be computed either for 
each image (local)[12, 13, 14] or one universal or common 
codebook for the entire set (global)[5, 6, 7] using the LBG 
VQ algorithm. The technique for finding the codebook 

which combines both the above mentioned techniques and 
generates a locally global codebook[22] is shown in figure 1. 

 
Figure 1.  Incremental Codebook Generation. 

Let Ii where i =1 to f images, be the blocked images in the 
database. Using the LBG VQ algorithm, the local codebooks 
are generated for all the images as Cli. The codevectors in all 
the codebooks are given as a training sequence for LBG 
algorithm and one codebook Cg that is locally global is 
generated. This Cg is a universal representation of the entire 
database of images. The need for a representative set of 
images is removed. 

The incremental codebook generation will help in the 
generation of a single codebook that represents the entire set 
of images, which will help with the retrieval of large scale 
images. 

 
Figure 2.  Image Index Model. 

3.2. Indexing Algorithm 

Step 1: Preprocess  
We resize the image to 256 x 256 pixels. Then we convert 

it to 8 bit grayscale image. 
Step 2: Blocking the image  
We divide the image into K x K block vectors and store 

the image block vectors as source vector or Training se-
quence. For example, if K=4, then for an image, Pi is the 
pixel value in an image and Xi  is the block vector, then T = 
{ X1, X2, X3 …. XM }, where Xi = { Pi1, Pi2, …. PiK}.  

P1   P2    P3   P4   ---->   P1 P2 P5 P6-------> X1 
P5   P6    P7   P8   ---->   P3 P4 P7 P8-------> X2 
P9   P10   P11  P12  ---->   P9 P10 P13 P14-----> X3 
P13  P14   P15  P16  ---->   P11 P12 P15 P16----> X4 
Step 3: Codebook generation 
We apply LBG VQ algorithm to T of each image i, to find 

the codebook C for each of the image in the database.  
C = {C1, C2 ,… ,CB} where B is the total number of images 

and each Ci = {Ci1, Ci2, …,CiS} where S is the codebook size 
used in the experiments. Cij is the codevector of the codebook 

The codebook is generated to be Local, Global and Lo-
cally global. The size of the codebook is varied as 8, 16, 32, 
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64, 256. 
Step 4: Similarity measure  
Similarity between two images i and j is calculated using 

any one of the similarity measures described in section 3. It is 
stored as an Image Index model as shown in figure 2.  

3.3. Retrieval Algorithm 

If the query by example image is in the database, then  
• Retrieve the list of similarity values from the database 
• Sort the index list in ascending order 
• Top K images are relevant to the query image 
• Return the list. 

If query by example is not present in the database, then 
• Repeat steps 1-4 for the image 
• Add the image index list to the index 
• Sort the list 
• Top K images are relevant to the query 
• Return the list  

3.4. Index Structure 

The code books are stored as a direct index using Terrier 
2.1[18] Direct Index structure. Terrier is the Terabyte Re-
triever version 2.1 developed by University of Glasgow - 
Department of Computing Science, Information Retrieval 
Group. The open source version of Terrier is written in Java. 
Terrier was used to provide the direct index for a text data-
base. As image was also considered for processing along 
with the text, terrier was also used for images to store the 
features as a direct index structure. 

Direct index for an image consist of the image identifier 
and the code book vectors values for that image. The Doc-
ument Index stores the Image information such as the Image 
identifier, Image title, path and offset of the Image codebook 
information in the direct file.  

The Image index is created by calculating the similarity 
measure of the image i and j and is stored in the image index 
as Sij. 

4. Experiment and Evaluation 
Terrier 2.1 is modified to implement an image direct and 

document index in Pentium 4 processor with 3.2 GHz and 1 
GB RAM.  

To test the index, a sample of the database due to Wang, Li, 
Wiederhold[19] available on the web is used. The database 
consists of 1000 jpeg images which are either 256*384 or 
384x256 with 100 images per class. The classes are sym-
metrically classified as: Africans, Beach, Architecture, 
Buses, Dinosaurs (graphic), Elephants, Flowers, Horses, 
Snow Mountains and Foods. Retrieval effectiveness is eva-
luated using two standard quantities: precision and recall.  

For a given query, let  
a be the number of relevant images that are retrieved,  
b, the number of irrelevant items,  
c, the number of relevant items that were not retrieved 

Then:  
Precision = fraction of the images retrieved that are rele-

vant. = a/(a+b) 
Recall = fraction of the relevant images that are retrieved 

= a/(a+c) 
IR is said to be more effective if precision values are 

higher at the same recall values.  
The average precision is used to evaluate a ranked list. For 

ranked retrieval, the precision and recall is calculated for 
each rank. Then the average precision at ranks where rele-
vant images occurred is calculated for a given recall and a 
precision vs recall graph is plotted.  

In our experiment, we use various image block size for 
grayscale images. The codebook size is also varied. Each 
image is given as a query by example, and the average pre-
cision and recall curves calculated for various similarity 
measures. 

4.1. Code Book Size 

We now consider the codevector size of 2x2 which gives a 
vector length of 4 for each block. Figure 3 shows the ED 
measure of similarity, Precision Recall (PR) curves which 
show that there is increase in precision for the same recall, 
when the code book size is increased. Thus local codebook 
gives a higher precision when the codebook size is increased 
when using the ED Measure. 

 
Figure 3.  PR Graph for ED Measure. 

 
Figure 4.  PR Graph for HD Measure. 

Figure 4 shows the PR curves for the HD similarity 
measure. This is also found to be increasing till codebook of 
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size 64 and then it decreases. It shows that the size of the 
image considered as 256x256 impacts the precision based on 
the codebook size. It has a lower PR value than that of ED 
curve. 

In figure 5, The MHD similarity measure is used. It is 
found to be slightly of lower precision than the HD measure. 
It also shows a decrease in precision, after a codebook size of 
64. 

 
Figure 5.  PR Graph for MHD Measure. 

In figure 6, the HI measure shows that for lower codebook 
sizes the HI performs better for higher codebook size. Thus 
HI can be used for lower code book sizes of 8 or 16 to get the 
similar precision.  

 
Figure 6.  PR Graph for MHD Measure. 

Figure 7 compares the HD, MHD and HI similarity 
measure PR average for a recall of 10 for various code book 
sizes. The precision decreases with the decrease in code 
book size. Larger codebooks give higher precision values for 
the same recall for a locally global codebook. For a local 
codebook, there is a decrease in precision after codebook 
size of 64 for the HD and MHD measure. 

4.2. Code vector Size and Edge Detection 

We now also consider the code vector size of 2x2 which 
gives a vector length of 4 for each block. Figure 8 and 9 
shows the Precision curve for the HD and HI similarity 
measure for code vector sizes of 4 and 16. We can conclude 

that the HD measure and HI measure give similar precision 
but in HD, a precision of 6.5 is obtained at the codebook size 
of 64 and in HI, at a codebook size of 256. 

 
Figure 7.  Precision for various similarity measures. 

 
Figure 8.  Preci-sion using HD for various code vector sizes. 

 
Figure 9.  Precision using HI for various code vector sizes. 

In figure 10 and 11, the code vector size of 8 and 16 are 
used to calculate the HI measure and Sobel’s edge detection 
algorithm was applied for all the categories. Only for the 
buses and flowers, there is a marked increase in the precision 
average for a code book size of 8 and 16. It is compared with 
HI measure with no edge detection applied. 

From the analysis, we can conclude that the precision and 
code book size are directly proportional and the code vector 
size helps to increase the precision. There is no change in 
precision of the MHD and HD measure when edge detection 
is applied to all the images in a preprocessing step. But sim-
ilar images with dark or light background and images with 
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lesser detail can use edge detection to increase the precision 
using HI measure.  

When the images are transformed as flip or rotate, there is 
no change in the similarity measure as the blocks remain the 
same in the image semantics. 

 
Figure 10.  Precision using HI for two categories. 

 
Figure 11.  Precision using HI for two categories. 

5. Conclusions  
The study on the effect of various codebook sizes and the 

codevector sizes concludes that the codebook size and code 
vector size are directly proportional to the PR value but are 
dependent on the size of the sample image for a local code-
book. ED can be used if the precision is to be higher and HI if 
the recall is to be higher.  

Edge detection algorithm applied in the preprocessing step 
helps to increase the precision of images with uniform 
background. The ED gives the highest precision for the same 
recall values over all similarity measures. HI gives higher 
precision for larger codebook sizes.  

Thus, Vector quantization can be used for image retrieval 
where each image is represented as a single value of distor-
tion measure. 
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