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Abstract  In a dense modern electronic warfare environment, there are a lot of radar signals. Pulse repetition intervals of 
signals received from radars can have various modulations and levels. It  is very  important to recognize these modulations and 
to determine their levels in electronic warfare support systems. In this paper, a  new method of recognizing PRI modulation 
type and its levels is proposed for ESM systems. The proposed method is based not only on the properties of the biased 
autocorrelation function of the PRI sequences but also on the development of a hierarchical clustering method for both 
classifying PRI modulat ion types and clustering the PRI levels. Th is new method is also capable of working in a situation that 
lost and spurious pulses exist. The performance of the proposed method has also been evaluated in a simulat ion scenario. 
Keywords  Biased Autocorrelation Function, E lectronic Support Measures, Pulse Repetition Interval 

 

1. Introduction 
An electronic support measures (ESM) system receives 

signals from many radar sources with various parameters. A 
pulsed-radar system uses specified parameters to transmit 
its signal. measured parameters include time of arrival 
(TOA), pulse width (PW), radio  frequency (RF), pulse 
amplitude (PA) and angle of arrival (AOA). As the radars 
are developing, they use more complicated pulse repetition 
interval (PRI) modulations to have multip le purposes and to 
hide from ESM systems. Therefore, it is important to 
develop the ESM systems which have duty of recognizing 
active radars in the environment. By using PRI modulation 
recognition in ESM systems, the process of recognizing the 
radars can be developed. 

Common types of PRI modulation are constant, jittered, 
staggered, sliding, wobulated and DS (Dwell and Switch). 
In convent ional methods , constant and staggered PRI 
modulations are recognized in pulse de-interleaving p rocess 
[2]. But the other PRI modulation types are reported as 
complicated modulation types or classified as noise [5, 6]. 
In [1] it is assumed that constant and staggered PRI 
modulat ion types are extracted in pulse de-interleav ing 
process by CDIF or SDIF methods [3, 8], then complicated 
PRI modulat ion types are recognized by  autocorrelation 
function  propert ies. In  th is paper the de-interleav ing is 
processed by clustering the RF, AOA and PW and merging 
PA pulse parameters. Then TOAs of each cluster are used 
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to recognize the PRI modulation type and determine the 
PRI levels. 

In this paper, the mathematical defin itions of PRI 
modulation types and their specifications are presented. 
Then a hierarchical clustering method is introduced to 
determine the PRI levels. Next, in  section 4, the procedure 
of PRI modulation recognition is proposed. To show the 
performance of the presented method, it has been evaluated 
in a simulation scenario in section 5. 

2. Radar Identification 
2.1. Parameters of Radar Pulses and De-interleaving 

Procedure 

In Figure 1, a  signal emitted by a pulsed-radar is illustrated. 
Pulse de-interleaving procedure used in this paper includes 
three clustering steps and one merging step. This procedure 
is shown in Figure 2.   

The first step of de-interleaving procedure is radio 
frequency clustering. Because the measurement of RF is 
often highly accurate, RF has an important ro le in 
de-interleaving procedure and is used in the first step of 
clustering.  

Although the pulses angle of arrival is measured 
approximately  with 10° accuracy which is not very h igh, 
AOA clustering is used after RF clustering step in 
de-interleaving procedure, because this parameter is only 
dependent on the position of radar and cannot be affected by 
electronic counter-countermeasure activities. 

After RF clustering step, the received signals from a 
pulsed-radar are clustered according to their pulse width 
parameter. The PW clustering is used in the final clustering 
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step of pulse de-interleav ing procedure because PW values 
are measured with difficu lty and mult ipath phenomenon 
affects their accuracy. 
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Figure 1.  Parameters of pulse radar’s signal 
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Figure 2.  ESM data processing block diagram. Blocks that are used in 
de-interleaving process indicated with large block 

Pulse amplitude variations are nonlinear and it is not 
common to use PA values in clustering steps; however, in 
this paper, these values are used for merg ing wrongly 
clustered pulses. Because three steps of clustering cause 
highly de-interleaved pulses, in the final step of the 
de-interleaving  procedure, PA  and TOA values are 
employed to merge the wrong clusters of AOA, RF and PW.  

2.2. Signal Model for Time of Arrival  

The TOA measurements are made at the ESM receiver by 
detecting the time at which the pulse crosses a threshold. The 
TOA sequence for a pulse train with N+1 pulse may be 
written as the following:  

; 0,1, 2,...,n n n
idealt t z n Nσ= + =                (1) 

where { }nz  are samples of zero  mean white Gaussian noise 
with unit variance and 2σ  is additive noise variance. The 
ideal TOA sequence, { }ideal

nt , for a simple pulse train with 
constant  intervals is described as the following: 

; 0,1, 2,...,t nT n Nideal
n ϕ= + =              (2) 

Where T is the interval between pulses of ideal pulse train 
and ϕ  is the time between the first received pulse and the 
first pulse of the ideal pu lse train. The minimum squared 
error can be used to estimate the interval. The square error is:  

2 2 2

0 0
( ) ( )

N N
ideal

n n n
n n

t t t nTε ϕ
= =

= − = − −∑ ∑          (3) 

Differentiate 2ε  with respect to T andϕ , and set the 
results equal to zero :  

2

2
0

0

0 ( ) 0

0 ( ) 0

n

n

n

n

N

N

n t nT
T

t nT

ε ϕ

ε ϕ
ϕ

=

=

 ∂
= ⇒ − − = ∂


∂ = ⇒ − − = ∂

∑

∑

       (4) 

Solving the equation to find T, the estimated PRI level, 
results in:  

2
0

12ˆ ( )
( 1)( 2)n

N
N

nT n t
N N N=

 
= −  + + 
∑      (5) 

In Figure 3, the min imum square estimation error is 
compared with the error of estimation: 

0
ˆ ( ) /ave NT PRI t t N= = − , which is a simple mean of PRI 

sequence. 
As shown in Figure 3, the estimation of (5) is more 

accurate than the mean estimation and the proportion of 
minimum square estimation errors per mean PRI estimations 
increases when the number of pulses increases. 

Radar changes the interval between its pulses to have 
many applicat ions. PRI sequence can be defined as the 
following: 

1 ; 1, 2,...,n n np t t n N−= − =          (6) 
Substitute (1) into (6) results: 

; 1, 2,...,n n np T v n Nσ= + =         (7) 

where nT  is the interval between nth pulse and (n-1)th 

pulse in ideal pulse train  and { }nv  are samples of zero  mean 
colored Gaussian noise with variance equals to 2. 

As mentioned, { }nz  are samples of zero mean white 
Gaussian noise with unit variance and its biased 
autocorrelation function is a delta function.  

(0,1) , ( ) ( )n zz C k kδΝ =

        (8) 

 
Figure 3.  Proportion of MSE error per mean error with respect to variance 
of noise and number of pulses 
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Biased autocorrelation function of 1{ }N
n nx =  sequence is 

defined as the following: 

1

1
( )( ) ; 0,1,..., 1

( )
( ) ; 1, 2,...,1

N k

n x n k xN
nx

x

x x k N
C k

C k k N

µ µ
−

+
=


− − = −= 

 − = − − −

∑  (9) 

where xµ  is the mean of the { }nx  sequence. The biased 
autocorrelation function is an even function and assumed 
that 0k ≥  is sufficient. 

The biased autocorrelation function of PRI sequence 
additive noise is derived as the following:  

( ) 2 ( ) ( 1) ( 1)vC k k k kδ δ δ= − + − −         (10) 
In addition to additive noise, the PRI sequence has two 

nonlinear noises which are caused by lost and spurious 
pulses.  

2.3. Lost Pulses 

There are many reasons which are caused lost pulses. 
Pulses from independent sources could arrive 
simultaneously and caused only first pulse detected. Spatial 
radar antenna scanning, low level received power and pulse 
de-interleaving process also can cause lost pulses. 

In an assumed PRI sequence, 1{ }N
n np = , if the ith to (i+k)th 

pulses, 0,1, 2,..., , , 1, 2,...,i N k i i i N i= = + + − , have been 
lost, the new PRI sequence, 1

1{ }N k
n np − −

=′ , has been created:  

1

1

; 1, 2,..., 1

( ) ;

; 1,..., 1

n
i k

n m
m i

n k

p n i

p f p p n i

p n i N k

+ +

+ +

=

= −

′ = = =

 = + − −

∑
    (11) 

If there is no lost pulses then n np p′ = . Th is procedure is 
shown in Figure 4. 

If there are L lost pulses groups, the final PRI sequence 
will be: 

Lost L
n np p=                 (12) 

where 
1( ) ; 2,3,...,k k

np f p k L−= =          (13) 
and 1 ( )np f p=  is the PRI sequence which is created by the 
first lost pulses group. (11) shows that losing pulses makes 
PRI levels which  are linear combination of real PRI levels. In 
PRI modulat ion type recognition procedure, this fact is used 
to compensate the lost pulses effect. 

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12

Lost Pulses   ( i=3 , k=2 )

p'1 p'2 p'3 =p3+p4+p5+p6 p'4 p'5 p'6 p'7 p'8 p'9
 

Figure 4.  New PRI sequence with lost pulses ( i=3, k=2) 

2.4. Spurious Pulses 

A common reason for the presence of spurious pulses is 
the multipath phenomenon. Multipath happens when a 
transmitted pulse arrives at the receiver from two or more 
different propagation paths [4]. Due to the difference in the 
path lengths, the arrival times differ but these pulses 
commonly are near to first received pulse. The other major 
reason that causes spurious pulses is the false alarms which 
noise transcends decision threshold. 

If k pulses are attached to ith pulse of PRI sequence, 

1{ }N
n np = , the new PRI sequence, 1{ }N k

n np +
=′ , has been created 

as the following:  

1

; 1, 2,...,

; 1,...,
( )

; 1

; 2,...,
i

n
i k

m
n m i

n k S

n k

p n i

p n i i k
p g p

p T n i k

p n i k N k

+ +

−

−

=

=

 = + +′ = = 
 − = + +
 = + + +

∑   (14) 

where 
iST  is the interval between the last spurious pulse of  

ith pulse and next real pulse. i
ns  sequence is dependent on 

spurious pulses distribution. In this work uniform 
distribution between 0 and 

iST is assumed for this sequence. 
Spurious pulses are shown in Figure 5. 

If there are spurious pulses in S real pulse, the final PRI 
sequence may be written as the following:  

Spurious S
n np p=                    (15) 

where 
1( ) ; 2,3,...,k k

np g p k S−= =             (16) 
and 1 ( )np g p=  is the PRI sequence which is created by first 
spurious pulses group. 

Pulse radars use various pulse repetition interval patterns 
for d ifferent situations [2]. These patterns are known as PRI 
modulation types. Figure 6 illustrates the constant, jittered, 
staggered, sliding, wobulated and DS PRI modulations. Each 
of this modulation types have different application [4]. To 
recognize PRI modulation types, we firstly describe the 
mathematical definit ions of them. 

p1 p2 p3 p4

Spurious Pulses   ( i=1 , k=3 )

p'1 p'2,3,4 p'5=p2-TS1 p'6 p'7

TS1

 
Figure 5.  New PRI sequence with spurious pulses ( i=1, k=3) 

2.5 Mathematical Models for PRI Modulation Types 

As seen in Figure 6, constant PRI modulation is the 
simplest PRI modulation type. Pulses are repeated with 
constant interval, T, in this modulation. Times of arrival 
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sequence and PRI sequence of constant PRI modulation is 
described as the following:  

; 0,1, 2,...,

; 1, 2,...,

Cons
n n

Cons
n n

t nT z n N

p T n N

ϕ σ

σν

 = + + =


= + =

   (17) 

where T is the constant interval and { nv } are samples of 
zero mean colored Gaussian noise with variance equals to 2. 
The minimum and maximum values of interval for constant 
modulation are about 10 microseconds and 5 milliseconds. 
The standard variation, σ , is often less than one percent of 
T. The PRI sequence biased autocorrelation function for this 
PRI modulat ion for 0k ≥  is calcu lated as the following:  

2 21

1
( ) (2 ( ) ( 1))

N k
Cons
p n n kN

n
C k k kσ ν ν σ δ δ

−

+
=

= = − −∑    (18) 

In jittered PRI modulation, random TOA variat ions of pulses 
are limited in a distinct interval.  

; 1, 2,...,Jitt
n n np T J n Nν σν= + + =          (19) 

where J is the jitter value which is created in the 
transmitter radar to avoid the hostile jamming and its 
maximum value is about 0.3T. 

Biased autocorrelation function of the jittered PRI 
sequence for 0k ≥  is calcu lated as the following:  

2( ) ( ) (2 ( ) ( 1))Jitt
pC k J k kσ δ δ= + − −     (20) 

Staggered PRI modulation has M PRI levels, 
; 0,1,..., 1iT i M= − , where common values for M are 

between 2 to 8 levels. PRI sequence and its biased 
autocorrelation function for this modulation is written as the 
following:  

mod ; 1,2,...,Stag
n n M np T n Nσν= + =        (21) 

2

2

( ) ( mod )

(2 ( ) ( 1)); 0,1, 2,..., 1

Stag N k
p TNC k k M

k k k N

σ δ

σ δ δ

−=

+ − − = −

  (22) 

where  
1 1

2 1 1

0 0
( )

M M

T i jM M
i j

T Tσ
− −

= =
= −∑ ∑             (23) 

In slid ing PRI modulation, PRI levels are monotonically 
vary from a level to another level. 

(( 1) mod ) ; 1,2,...,Slid
n Start Step np T T n M n Nσν= + − + =   (24) 
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Figure 6.  PRI modulation types 
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Figure 7.  Biased autocorrelation functions of PRI modulation types 

In this modulation, PRI levels start from startT  and 
increase 

stepT  in each pulse. Biased autocorrelation function 

of sliding PRI modulat ion is calculated as the following:  
21

1 1
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where 

1

1

( ) mod

(( 1) mod )
N

StepN
i

N N k M

T T n M
=

′ = −

 = −


∑
      (26) 

and 

2

2 2

1 2
2
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( )
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T

x
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h x x

h x T x TT

h x x T T x T x T


=


= − −


 = − + + + +

(27) 

Another PRI modulation type is wobulated PRI 
modulation. Sinusoidal variations of its PRI sequence have 
amplitude about 5 percent of mean PRI and frequency about 
50 Hz [2]. Wobulated PRI sequence can be written as the 
following:  

sin( ) ; 1, 2,...,Wobul
n np T A n n Nω θ σν= + + + =    (28) 

where ω  is the modulation frequency and θ  is the initial 
phase of modulation. The biased autocorrelation function of 
wobulated PRI sequence can be calculated as the following:  
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+

− +

+
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  (29) 

If it is assumed that θ  is a uniform random variable 
between 0 and 2π, the (29) can be summarized as the 
following:  

2
cos( )

2
Wobul
p

N k AC k
N

ω−
=            (30) 

DS PRI modulation has M PRI levels, each level, 
; 0,1,..., 1iT i M= − , repeats ; 0,1,..., 1ir i M= −  times. 

( ) ; 1, 2,...,DS
n q n np T n Nσν= + =          (31) 

Where ( )q n  is the least integer number that validates the 
(32).  

( ) 1

0 0
( 1) mod ( )

q n M

i i
i i

r n r
−

= =
> −∑ ∑            (32) 

It can be proved that the biased autocorrelation function of 
noiseless DS PRI sequence is a piecewise linear (PW L) 
function with different slopes. The first point that slope 
varies is in min( )ik r= , and the slope variation points are 

selected from { i
i D

r
∈
∑ } set, where D is a subset of 

{0,1,2,…,M-1} which has j numbers (j=1,2,…,M).  
In Figure 7, the biased autocorrelation functions of the PRI 

sequences which are shown in Figure 6 are illustrated. In the 
following section, a method for PRI level clustering is 
presented. 

3. PRI Level Clustering 
Finding the PRI levels of radars is very important in radar 

identification. In this section a h ierarch ical clustering 
method [9] is developed for PRI levels clustering. Also, this 
method is used in PRI modulat ion recognition. 

First, distances sequence, D, and indices sequence, I, are 
created using PRI sequence. 

min1,2,..., 1

min

1 1

min

; 2,3,...,
0 , 1

i i jj i

i

D p p j

I j i N
D I

−=
 = − ⇒

 = =
 = =

        (33) 

In other words, iI  is the index of nearest last PRIs to ip . 

PRI Clustering is based on distances sequence, D. The set of 
cluster representatives, E, is calculated as the following:  

{ }| ( )
i

H

H i i I

H E

E i D a p p

E E I

 = > +


= 

          (34) 

where a is arbitrary value. Choosing low values for a causes 
to have more clusters number and less clusters scattering. 

PRI sequence clustering can be completed when clusters 
representatives are determined. The ith element of PRI 
sequence, pi belongs to a cluster such that the distance 
between the cluster representative and pi would be the 
minimum value among all clusters. 

This hierarch ical clustering method leads to have L 
clusters such that each cluster with li (i=1, 2,…, L) members, 
can be described as a matrix, 

2 i

i
lC ×
, as the following:  

1 1

1 1

...
, 1, 2,...,

...

i i iQ Q Qlii

i i iQ Q Qli

p p p
C C i L

t t t

  
  = = =  
    

   (35) 

where iQ  is ascended sorted indices set for ith cluster and C 
is the set of all clusters.Using (5), PRI value of ith cluster can 
be estimated. To apply (5), it is necessary to obtain all TOAs 
which construct the ith cluster PRIs.  

{ }1i
i i

c
Q Qt t t

−
= 

               (36) 

Consequently 

2
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12ˆ ( )
( 1)( 2)

1

i
i i

i

N
N c
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i i in

c
i

T n t
N N N

N t
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  
= −   + +  


= −

∑    (37) 

x  is the number of  x set members. 
Another estimation for mean PRI value of ith cluster, îT , can 
be written as the following:  

1

1ˆ
i

i
j

l

i Q
i j

T p
l =

= ∑                 (38) 

(38) is the simple estimation and has less computational 
complexity then (37), but (37) is more accurate estimation as 
shown in Figure 3. 

4. Recognition of PRI Modulation Types 
PRI modulation types can be recognized by using 

classifiers. In this paper, we use classifiers which are based 
on not only properties of biased autocorrelation function of 
PRI sequence, but also the number of PRI sequence clusters. 

PRI variations of constant PRI modulation are very low in  
comparison with the other PRI modulation types. The biased 
autocorrelation value at k=0 determines the amount of 
variations. Therefore we define type classifier, cf1 to 
distinguish the constant PRI from the other types as the 
following:  

1
(0)C

cf
T

=                (39) 
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The number of PRI clusters can be used in type classifying 
procedure. If the clustering arbitrary value, a, set to 0.01 to 
0.02, we have often one PRI cluster for constant, jittered, 
sliding and wobulated PRI modulations which have very low 
distances between actual PRI levels. PRI sequence clustering 
of staggered and DS PRI modulations leads to have clusters 
number equal to actual PRI level number. Therefore the 
second classifier, cf2 defined as the following:  

2 ( )cf L the number of clusters=         (40) 

Among the jittered, sliding and wobulated PRI 
modulations, the d ifference of biased autocorrelation values 
at k=0 and k=1 is greater for jittered PRI modulation. Among 
the staggered and D&S PRI modulations, this difference 
value is rather greater for staggered PRI modulat ion. 
Consequently we define the third classifier as the following:  

3 1 (1) / (0)cf C C= −              (41) 
At last we define type classifier, cf4 to d iscriminate 

between the sliding PRI modulation and the wobulated PRI 
modulation as the following:  

4
( / 2) 3

(0) 8
peak peakC k k

cf
C N

= +             (42) 

In (42), peakk  denotes the index corresponding the 

largest ( )C k  peak after k=0. If there is no peak in ( )C k , 

1peakk N= − . In a special case that peakN nk= , where n 
is an integer that is greater than 2, cf4 can be calculated as the 
following:  

4

(4 1) / 8 ,
(8 1) / 8 ,

n n for sliding PRI modulation
cf

n n for wobulated PRI modulation
+

=  −
  (43) 

Accordingly, cf4 of the wobulated PRI modulation is 
relatively less than that of the sliding PRI modulation. 

The key procedure to recognize the PRI modulat ion type 
of a radar pulse signal is shown in Figure 8. 

Proposed classifiers are calculated for ideal PRI sequences. 
In real signals, spurious and lost pulses cause changes in 
biased autocorrelation function properties. In applying the 
proposed method to the real signals, the preprocessing before 
calculating the biased autocorrelation function is needed to 
reduce the effect of lost and spurious pulses. Firstly, we 
compensate the spurious pulses effects eliminating the 
pulses which cause to have low PRI values. Then to 
compensate the lost pulses, noting (11), we can eliminate the 
PRI levels which are the linear combination of other PRI 
levels. Also we can eliminate PRI levels that have very large 
value. 

After compensating the lost and spurious pulses effects, 
the biased autocorrelation function of PRI sequence, C(k) is 
calculated. PRI sequence is clustered for both using in 
classifier cf2 and calculat ing the PRI levels values.  

After classifying the PRI sequence, the recognized PRI 
modulation type is verified to avoid recognizing noise data 
as a PRI Modulation type and to be sure that the algorithm 
results are correct. 

According to (35), the PRI sequence is divided to L 
clusters. The PRI sequence of ith cluster is written as the 

following: 

1
; 1, 2,..., 1, 1, 2,...,i i i

nn

C
n iQ Qp t t n l i L

+
= − = − =  (44) 

For all PRI modulat ion types except Staggered PRI, 
sequence have values equal to îT . In the staggered PRI case, 

this sequence values are 
1

ˆ
L

i
i

T
=
∑ . Therefore, the constant, 

jittered, slid ing, wobulated and DS PRI modulation types can 
be verified using the (45).  

1

1 ˆ
1

1
1

( 1 )
1

1

i Ci
n

i

l
p

L T
n

ii

u
V

L l

ε
−

=

=

− −
=

−

∑
∑          (45) 

The staggered PRI modulation is verified using the 
following equation: 

1

1

1 ˆ1

2
1

( 1 )
1

1

i Ci
n

L
i

i

l
p

TnL

ii

u

V
L l

ε
−

=
=

=

− −
∑

=
−

∑
∑         (46) 

where ( )u t  is the unit  step function, and 
1ε  and 

2ε are 

the values that are compared to the values of ˆ1 /iC
n ip T−  and 

1

ˆ1 /
LCi

n i
i

p T
=

− ∑  respectively, to be used to verify the 

recognized PRI modulation type. 
As mentioned in previous section, the biased 

autocorrelation function of DS PRI sequence is a piecewise 
linear (PWL) function with different slopes. DS PRI 
modulation can be verified using the following equation:  

3

3

( 1) 2 ( ) ( 1)(
(0)

1peak

C k C k C ku
C

V
k

ε + − + −
−

=
−

∑
    (47) 

3ε  is the value that is compared  to the values of 
“(C(k+1)-2C(k)+C(k-1))/C(0))” at k for the DS PRI 
sequence, to be used to verify the recognized DS PRI 
modulation. 

In staggered, sliding, wobulated and DS PRI modulat ion 
types, the modulation pattern repeated in every  several 
pulses. When the classified modulation type is one of these 
PRI modulation types, the PRI modulat ion period  can be 
estimated as the following:  

1

ˆ
peak

period i
i

k
T p

=
= ∑                (48) 

5. Simulation Results 
Simulation experiments were performed to show the 

performance of the proposed method. Simulation scenario 
consists of an electronic warfare environment which has 
fifteen active radars that transmit signals with various 
parameters. The parameters of these radars are shown in 
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table 1. Radars often rotate their antenna beams to scan their 
environments; hence the ESM system receives the signals of 
these radars for a litt le time. The sixth column of table 1 

which is entitled  by “Illumination Time /  1Sec” shows the 
average of this time. 

PRI Sequence
pi=ti-ti-1

Compensation for 
spurious pulses

Compensation for 
lost pulses

Calculation of C 
and Q

Classifier2, L
cf2=1, (CST,JIT,SLD,WOB)cf2>1, (STG,DS)

Classifier1, C1Classifier3, C3

Classifier3, C3

cf1 ≥ d1,(JIT,SLD,WOB)

Classifier4, C4

Staggered PRI 
Modulation

Dwell Switch PRI 
Modulation

Sliding PRI 
Modulation

Wobulated PRI 
Modulation

Jittered PRI 
Modulation

Constant PRI 
ModulationVerification1, V1

Verification1, V1

Verification1, V1

Verification1, C1

Verification3, V3

Verification2, V2

Noise

Verification1, V1

cf1<d1,(CST) V1 ≥ e1

V1 < e1

V1 ≥ e1

V1 ≥ e1

cf3 ≥ d3,(JIT)

cf3  < d3,(SLD,WOB)

V1 ≥ e1

V1 < e1

V1 < e1

V1 < e1

V1 < e1

cf4 < d4,(SLD)

cf4 ≥ d4,(WOB)

V1 ≥ e1

cf3 ≥ d3S,(STG)

cf3 < d3S,(DS,(STG))

V2 < e2

V2 ≥ e2

V3 < e3 , (STG)

V3 ≥ e3

 
Figure 8.  Procedure of the proposed method for the recognition of the PRI modulation types 

Table 1.  The radar parameters of simulation scenario 

Emitter 
No. 

AOA 
(Degree) 

PW  
(usec) 

RF 
(MHz) RF Mode Illumination 

Time / 1Sec 
PRI 

(usec) 
PRI 

Modulation 
Pulse 

Number 

Lost 
pulses 

(%) 

Spurious 
pulses 

(%) 
1 46.0 1.6 700 CST  50 msec 900 STG-3 160 5 15 
2 47.5 8.3 1450 JIT 27 msec 3000 CST  27 10 10 
3 45.8 12 2650 JIT 65 msec 1000 SLD 195 2 5 
4 49.8 34 4000 DS 120 msec 350 DS-4 1030 15 10 
5 65.8 5.8 2000 CST  1000 msec 900 WOB 3330 5 5 
6 65.5 49 3000 JIT 45 msec 800 CST  170 10 10 
7 66.3 27 4500 CST  60 msec 140 JIT 1300 15 15 
8 132 63 2300 CST  80 msec 650 SLD 370 10 15 
9 131 47 7000 DS 65 msec 2400 CST  80 10 15 

10 116 32 6500 JIT 170 msec 100 JIT 5100 15 20 
11 166 51 3300 CST  50 msec 400 STG-5 375 5 5 
12 54 35 2900 CST  140 msec 1200 STG-8 350 5 10 
13 245 2.1 14000 DS 75 msec 75 DS-7 3000 10 10 
14 267 0.5 9500 DS 60 msec 4 JIT 45000 5 15 
15 323 1 9500 JIT 35 msec 25 DS-2 4200 10 10 
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Simulated signals have maximum PRI variations equal to 
thirty percent of their mean PRI. Seventh table column 
shows the mean PRI of radars and next co lumn shows the 
PRI modulation type abbreviations with their number o f PRI 
levels. 

The a  in  the PRI sequence clustering and the
1ε ,

2ε  and 

3ε  in the V1, V2 and V3 verifiers and the threshold values for 
the decision of the type classifiers and verifiers are 0.02a = , 

1 2 34 0.02ε ε ε= = = , 
1 0.01d =  

3 0.8d = , 
3 0.6Sd = , 

1 2 0.8e e= =  and 
3 0.3e = . It can be p roved that the optimum 

threshold value of Cf4 is
4 0.75d = . 

The proposed PRI modulation type recognition has been 
tested using the scenario which shown in table 1. All radars 
have been recognized despite the lost and spurious pulses 
exist. 

6. Conclusions 
In modern electronic warfare environments, informat ion 

on PRI modulat ion type and PRI values is very important for 
ESM systems to improve the p robability of identification of 
a radar signal and to track a pulse train precisely for 
electronic attack. In this paper, a model for t imes of arrival 
and PRI sequences and their noise has been proposed. MSE 
estimation and average estimation of PRI level have been 
compared. Biased autocorrelation function of PRI sequence 
for PRI modulat ion types has been calculated and a 
hierarchical clustering method has been proposed to cluster 
the PRI levels. Based on the characteristics of biased 
autocorrelation function for PRI sequences and also PRI 
sequence clustering, a procedure fo r PRI modulat ion type 
recognition has been proposed. Simulation results show that 
the proposed method is very useful for radar signal 
processing and emitter identification in ESM systems. 
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