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Abstract Ina dense modern electronic warfare environment, there are a lot of radar signals. Pulse repetition intervals of
signals received fromradars can have various modulations and levels. It is very important to recognize these modulations and
to determine their levels in electronic warfare support systems. In this paper, a new method of recognizing PRI modulation
type and its levels is proposed for ESM systems. The proposed method is based not only on the properties of the biased
autocorrelation function of the PRI sequences but alko on the development of a hierarchical clustering method for both
classifying PRI modulation types and clustering the PRI levels. This new method is also capable of working in a situation that
lost and spurious pulses exist. The performance of the proposed method has also been evaluated in a simulation scenario.
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1. Introduction

An electronic support measures (ESM) system receives
signals from many radar sources with various parameters. A
pulsed-radar system uses specified parameters to transmit
its signal. measured parameters include time of arrival
(TOA), pulse width (PW), radio frequency (RF), pulse
amp litude (PA) and angle of arrival (AOA). As the radars
are developing, they use more complicated pulse repetition
interval (PRI) modulations to have multiple purposes and to
hide from ESM systems. Therefore, it is important to
develop the ESM systems which have duty of recognizing
active radars in the environment. By using PRI modulation
recognition in ESM systems, the process of recognizing the
radars can be developed.

Common types of PRI modulation are constant, jittered,
staggered, sliding, wobulated and DS (Dwell and Switch).
In conventional methods, constant and staggered PRI
modulations are recognized in pulse de-interleaving process
[2]. But the other PRI modulation types are reported as
complicated modulation types or classified as noise [5, 6].
In [1] it is assumed that constant and staggered PRI
modulation types are extracted in pulse de-interleaving
process by CDIF or SDIF methods [3, 8], then complicated
PRI modulation types are recognized by autocorrelation
function properties. In this paper the de-interleaving is
processed by clustering the RF, AOA and PW and merging
PA pulse parameters. Then TOAs of each cluster are used
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to recognize the PRI modulation type and determine the
PRI levels.

In this paper, the mathematical definitions of PRI
modulation types and their specifications are presented.
Then a hierarchical clustering method is introduced to
determine the PRI levels. Next, in section 4, the procedure
of PRI modulation recognition is proposed. To show the
performance of the presented method, it has been evaluated
in a simu lation scenario in section 5.

2. Radar Identification

2.1. Parameters of Radar Pulses and De-interleaving
Procedure

In Figure 1, a signalemitted by a pulsed-radar is illustrated.
Pulse de-interleaving procedure used in this paper includes
three clustering steps and one merging step. This procedure
is shown in Figure 2.

The first step of de-interleaving procedure is radio
frequency clustering. Because the measurement of RF is
often highly accurate, RF has an important role in
de-interleaving procedure and is used in the first step of
clustering.

Although the pulses angle of arrival is measured
approximately with 10° accuracy which is not very high,
AOA clustering is used after RF clustering step in
de-interleaving procedure, because this parameter is only
dependent on the position of radar and cannot be affected by
electronic counter-countermeasure activities.

After RF clustering step, the received signals from a
pulsed-radar are clustered according to their pulse width
parameter. The PW clustering is used in the final clustering
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step of pulse de-interleaving procedure because PW values
are measured with difficulty and multipath phenomenon
affects their accuracy.
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Figure 2. ESM data processing block diagram. Blocks that are used in
de-interleaving process indicated with large block

Pulse amplitude variations are nonlinear and it is not
common to use PA values in clustering steps; however, in
this paper, these values are used for merging wrongly
clustered pulses. Because three steps of clustering cause
highly de-interleaved pulses, in the final step of the
de-interleaving procedure, PA and TOA values are
emp loyed to merge the wrong clusters of AOA, RF and PW.

2.2.Signal Model for Time of Arrival

The TOA measurements are made at the ESM receiver by
detecting the time at which the pulse crosses a threshold. The
TOA sequence for a pulse train with N+1 pulse may be
written as the following:

t, =t"' vz ; n=012,.,N (1)

where {z } aresamples of zero mean white Gaussian noise
with unit variance and ¢ is additive noise variance. The
ideal TOA sequence, {£/“}, for a simple pulse train with
constant intervals is described as the following:
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(2

Where T is the interval between pulses of ideal pulse train
and ¢ is the time between the first received pulse and the
first pulse of the ideal pulse train. The minimum squared
error can be used to estimate the interval. The square error is:
N N
&= (t,~1,") =3 (t,~nT ~p)’ 3
n=0 n=0
Differentiate & with respect to T and ?, and set the
results equal to zero:

t;dealznT+¢, : n=0,1,2,...N

Py N

— =0 t —nT - =0

o 2 n(t, =T ~¢) @
o’

N
—=0= ) (t,-nT—p)=0
op ;)
Solving the equation to find T, the estimated PRI level,
results in:

N
D A e e
=0 NN +D(N+2)
In Figure 3, the minimum square estimation error is
compared with the error of estimation:
T=PRI,,, =(ty —1,)/ N> Which is a simple mean of PRI

sequence.

As shown in Figure 3, the estimation of (5) is more
accurate than the mean estimation and the proportion of
minimumsquare estimation errors per mean PRI estimations
increases when the number of pulses increases.

Radar changes the interval between its pulses to have
many applications. PRI sequence can be defined as the
following:

p, =t —t_ ; n=12,..N (6)
Substitute (1) into (6) results:
p,=T +ov, ; n=12,.,N (7

where 7 is the interval between n® pulse and (n-l)th

pulse in ideal pulse train and {vn} are samples of zero mean
colored Gaussian noise with variance equals to 2.
As mentioned, {z } are samples of zero mean white

Gaussian noise with unit variance and its biased
autocorrelation function is a delta function.
z, ~N(,1) , C,(k)=5(k) (8)

Proportion of Errors
(|T1-T|/|PRIave-T| )

Variance of Noise with T=100 10

Figure 3. Proportion of MSE errorpermean error with respect to variance
of noise and number of pulses
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Biased autocorrelation function of {xn}nN:1 sequence is
defined as the following:

Nk
% Z (xn _lux)('xn+k _:ux) 5 k :Oala-wN_l (9)

n=1

Cx (_k)

Cy (k)=
s k=-1,-2,.,1-N
where i is the mean of the {x } sequence. The biased
autocorrelation function is an even function and assumed
that k>0 is sufficient.

The biased autocorrelation function of PRI sequence
additive noise is derived as the following:

C,(k)=28(k)-5(k+1)~ (k1) (10)
In addition to additive noise, the PRI sequence has two

nonlinear noises which are caused by lost and spurious
pulses.

2.3. Lost Pulses

There are many reasons which are caused lost pulses.
Pulses from independent sources could arrive
simultaneously and caused only first pulse detected. Spatial
radar antenna scanning, low level received power and pulse
de-interleaving process also can cause lost pulses.

In an assumed PRI sequence, {5 }nNzl, if the i to (i+k)th
pulses, ;=0,1,2,..,N, k=i,i+l,i+2,..,N—i , have been
lost, the new PRI sequence, {p;,}nNz_lk_l , has been created:

Py n=12..,i-1

i+k+1

Z Pm sn=i
m=i

Ppaksl sh=1i+1L..,N—k-1

11
pn=1(p)= ()

If there is no lost pulses then P = Pu_ This procedure is
shown in Figure 4.

If there are L lost pulses groups, the final PRI sequence
will be:

e = py (12)
where
pE=f(p k=231 (13)

and p' = f(p) is the PRI sequence which is created by the

first lost pulses group. (11) shows that losing pulses makes
PRI levels which are linear combination of real PRI levels. In
PRI modulation type recognition procedure, this fact is used
to compensate the lost pukes effect.

Lost Pulses (i=3,k=2)

[of] p2 Ps P2 Ps  Pe P77 Ps

Po P10 P11 P12

p'1 P2 P's =p3+pPatps+pPs P4 P's Ps P7 Ps P

Figure 4. NewPRI sequence with lost pulses ( i=3, k=2)

2.4. Spurious Pulses

A common reason for the presence of spurious pulses is
the multipath phenomenon. Multipath happens when a
transmitted pulse arrives at the receiver from two or more
different propagation paths [4]. Due to the difference in the
path lengths, the arrival times differ but these pulses
commonly are near to first received pulse. The other major
reason that causes spurious pulses is the false alarms which
noise transcends decision threshold.

If k pulses are attached to it pulse of PRI sequence,
(P, }}11\;1, the new PRI sequence, {r, }}11\’:1", has been created

as the following:

pn ,nzl,z,,l
i+k+1
, S bw sn=itleitk (14)
Pn=8(P) =19 m=i
DPoi—Tg sn=i+k+1
Pnk sn=i+k+2,..,N+k

where T, 5 1is the interval between the last spurious pulse of

ith pulse and next real pulse. sfl sequence is dependent on

spurious pules distribution. In this work uniform

distribution between 0 and 7 is assumed for this sequence.

Spurious pulses are shown in Figure 5.
If there are spurious pulses in S real pulse, the final PRI
sequence may be written as the following:

pfpurious _ P;? (1 5)
where
k_ | N (16)
pp=8(p"7) k=238

and p! = g(p) is the PRI sequence which is created by first

spurious pulses group.

Pulse radars use various pulse repetition interval patterns
for different situations [2]. These patterns are known as PRI
modulation types. Figure 6 illustrates the constant, jittered,
staggered, sliding, wobulated and DS PRI modulations. Each
of this modulation types have different application [4]. To
recognize PRI modulation types, we firstly describe the
mathematical definitions of them.

. Spurious Pulses (i=1,k=3)

TS1

e s

P1 P2 P3 P4

p's P'234 P's=P2-Ts1 P's p'7
Figure 5. NewPRI sequence with spurious pulses ( i=1, k=3)

2.5 Mathematical Models for PRI Modul ation Types

As seen in Figure 6, constant PRI modulation is the
simplest PRI modulation type. Pulses are repeated with
constant interval, T, in this modulation. Times of arrival
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sequence and PRI sequence of constant PRI modulation is
described as the following:

tnConS :nT+(D+UZn ;n=0,1,2,..,N (17)
pr(l?ons =T+ov, ;n=12,..,.N

where T is the constant interval and {V, } are samples of

zero mean colored Gaussian noise with variance equals to 2.

The minimum and maximum values of interval for constant

modulation are about 10 microseconds and 5 milliseconds.

The standard variation, O , is often less than one percent of

T. The PRI sequence biased autocorrelation function for this

PRI modulation for k>0 is calculated as the following:
N—k

CSm (k=L 3 P, =02 @) -5Gk-1) (19

n=l

In jittered PRI modulation, random T OA variations of pulses

are limited in a distinct interval.

p,{m =T+Jv,+ov

(19)
where J is the jitter value which is created in the
transmitter radar to avoid the hostile jamming and its

maximumvalue is about 0.3T.

n=12,...N

n>o
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Biased autocorrelation function of the jittered PRI
sequence for k>0 is calculated as the following:

C[{m (k)=(J+0)28(k)-8(k-1))  (20)

Staggered PRI modulation has M PRI
7,;i=0,1,..,M —1 where common values for M are

levels,

between 2 to 8 levels. PRI sequence and its biased
autocorrelation function for this modulation is written as the
following:

p;lgtag:T;ImOdM +O'Vn ;n:1,2,...,N (21)
Cgtag (k)= NT—ka%a(k mod M) (22)
+o-2(25(k)—5(k_1));k =0,1,2,....,.N -1
where
(23)

) M | M
o7 =37 2 Ti=57 2. 1))
i=0 j=0
In sliding PRI modulation, PRI levels are monotonically
vary froma level to another level.

Slid

Py =T + Ty (n=D)mod M)+ ov,, 5n=1,2,..,N (24)
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Figure 6. PRI modulation types
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Figure 7. Biased autocorrelation functions of PRI modulation types

In this modulation, PRI levels start from Toyart and

increase T, in each pulse. Biased autocorrelation function
step

of sliding PRI modulation is calculated as the following:

leid (k) = L[ (A== (M) + by (N))(k mod M)* +
(M=E=N (M) + hy (N'))(k mod M) + 25)
(A== (M) + By (N')) +
o> (25(k) - (k -1))

where

N'=(N-k)Ymod M
(26)

N
T= %ZTS@ ((n—=1)mod M)
i=1
and

5
1(X) = zep X

5 . 27
hy (x) = TStepx(l - E) - TTStep

hy(x) = Sfep) +T?

Another PRI modulatlon type is wobulated PRI
modulation. Sinusoidal variations of its PRI sequence have
amp litude about 5 percent of mean PRI and frequency about
50 Hz [2]. Wobulated PRI sequence can be written as the
following:

Step 3

TStep (T + 512}7 ) + (T2

p::’/"b“l =T+ Asinf(on+86)+ov, ;n=1,2,..,.N

(28)
where @ is the modulation frequency and € is the initial
phase of modulation. The biased autocorrelation function of

wobulated PRI sequence can be calculated as the following:
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2

Cyo (k) = [(N k) cos(wk) —

cos(w(N — k +1))sin(@(N —k +1))
sin(®)
[cos(wk +2¢) —sin(wk + 2¢) tan(w(N —k +1))]+
w(N+1)
)

29
Nk psin® () cos’ (5D @)

N3 sin (‘”)

(sing+cos ¢ tan(w))2 -
(u(N+1))

24% sin(2) cos(
sin(

@(N- k))
N2
N sin (%)

N—k+1
(w( - +))

cos(%k)(sin $+cosd tan(w»

(sin(2E + ) + cos(2 + ¢) tan(2 XSy
If it is assumed that @ is a uniform random variable

between 0 and 2z, the (29) can be summarized as the

following:
2

? 2
DS PRI modulation has M PRI levels, each level,
T:i=0,1,..M —1,1epeats »:j=0,1,..,M —1 times.
DS )
Pn =Tymy+ov, ;n=12,..N 3D

Where 9" is the least integer number that validates the
32).
q(n)
D r>(n— l)mod(z 7)
i=0 i=0
It can be proved that the biased autocorrelation function of
noiseless DS PRI sequence is a piecewise linear (PWL)
function with different slopes. The first point that slope

varies is in K =min(;) | and the slope variation points are

(32)

selected from { Z,;ri} set, where D is a subset of
1€

{0,1,2,...,M-1} which has jnumbers (j=1,2,...,M).

In Figure 7, the biased autocorrelation functions ofthe PRI
sequences which are shown in Figure 6 are illustrated. In the
following section, a method for PRI level clustering is
presented.

3. PRI Level Clustering

Finding the PRI levels of radars is very important in radar
identification. In this section a hierarchical clustering
method [9] is developed for PRI levels clustering. Also, this
method is used in PRI modulation recognition.

First, distances sequence, D, and indices sequence, I, are
created using PRI sequence.

D.= min A= g

S A ‘ Jmin (33)
1 = jinsi=2,3,...

D1:O 5 11:1

In other words, ]i

is the index of nearest last PRIs to ;-
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PRI Clustering is based on distances sequence, D. The set of
cluster representatives, E, is calculated as the following:

Ey = {i‘Di >a(pi+p; )}
E=Ey Ul

where a is arbitrary value. Choosing low values for a causes
to have more clusters number and less clusters scattering.

PRI sequence clustering can be completed when clusters
representatives are determined. The i™ clement of PRI
sequence, p; belongs to a cluster such that the distance
between the cluster representative and p; would be the
minimum value among all clusters.

This hierarchical clustering method leads to have L
clusters such that each cluster with /; (i=1, 2,..., L) members,

can be described as a matrix, Céxl , as the following:

G4

| Pol Py P
C=:.C =
S S
9 9 o/

i

i=12,..,Lt (35

where 0 is ascended sorted indices set for i cluster and C

is the set of all clusters.Using (5), PRI value of'ith cluster can
be estimated. To applz (5), it is necessary to obtain all TOAs
which construct the i~ cluster PRIs.

a-ls Ut 36
i Ut o
Consequently
12
{Z("- }N(N W, +2) G0
N; = (-1

”x” is the number of x set members.
Another estimation for mean PRI value of i cluster, ]7 ,can

be written as the following:

Jﬂ >

z (38

(38) is the simple estimation and has less computational
complexity then (37), but (37) is more accurate estimation as
shown in Figure 3.

4. Recognition of PRI Modulation Types

PRI modulation types can be recognized by using
classifiers. In this paper, we use classifiers which are based
on not only properties of biased autocorrelation function of
PRIsequence, but also the number of PRI sequence clusters.

PRI variations of constant PRI modulation are very low in
comparison with the other PRI modulation types. The biased
autocorrelation value at k=0 determines the amount of
variations. Therefore we define type classifier, cfl to
distinguish the constant PRI from the other types as the
following:

(39)
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The number of PRI clusters can be used in type classifying
procedure. If the clustering arbitrary value, a, set to 0.01 to
0.02, we have often one PRI cluster for constant, jittered,
sliding and wobulated PRI modulations which have very low
distances between actual PRI levels. PRI sequence clustering
of staggered and DS PRI modulations leads to have clusters
number equal to actual PRI level number. Therefore the
second classifier, cf2 defined as the following:

cf, =L (thenumber of clusters) (40)

Among the jittered, sliding and wobulated PRI
modulations, the difference of biased autocorrelation values
atk=0 and k=1 is greater for jittered PRI modulation. A mong
the staggered and D&S PRI modulations, this difference
value is rather greater for staggered PRI modulation.
Consequently we define the third classifier as the following:

cf, =1-C(1)/ C(0) (41)

At last we define type classifier, cf4 to discriminate
between the sliding PRI modulation and the wobulated PRI
modulation as the following:

. :\C(kpeak/z)\+3kpeak (42)
YTl oco | o8N
In (42), kpmk denotes the index corresponding the

largest C(k) peakafter k=0. Ifthere is no peak in C(k),
k

peak where n

= N —1.1n a special case that N = nk ., ,

is an integer that is greater than 2, cf4 can be calculated as the
following:
(4n+1)/8n, forsliding PRI modulation
fu= { 8n—1)/8n, forwobulated PRI modulation

Accordingly, cf4 of the wobulated PRI modulation is
relatively less than that of the sliding PRI modulation.

The key procedure to recognize the PRI modulation type
of a radar pulse signal is shown in Figure 8.

(43)

Proposed classifiers are calculated for ideal PRI sequences.

In real signals, spurious and lost pulses cause changes in
biased autocorrelation function properties. In applying the
proposed method to the realsignals, the preprocessing before
calculating the biased autocorrelation function is needed to
reduce the effect of lost and spurious pulses. Firstly, we
compensate the spurious pulses effects eliminating the
pulses which cause to have low PRI values. Then to
compensate the lost pulses, noting (11), we can eliminate the
PRI levels which are the linear combination of other PRI
levels. Also we can eliminate PRI levels that have very large
value.

After compensating the lost and spurious pulses effects,
the biased autocorrelation function of PRI sequence, C(k) is
calculated. PRI sequence is clustered for both using in
classifier cf2 and calculating the PRI levels values.

After classifying the PRI sequence, the recognized PRI
modulation type is verified to avoid recognizing noise data
as a PRI Modulation type and to be sure that the algorithm
results are correct.

According to (35), the PRI sequence is divided to L
clusters. The PRI sequence of ith cluster is written as the

following:

n=12,..0—1, i=1,2,.,L (44)

C; .
Pn Qzl1+1 Q;; ’
For all PRI modulation types except Staggered PRI,

sequence have values equal to ]A: . In the staggered PRI case,

L

this sequence values are ZZ . Therefore, the constant,
i=

jittered, sliding, wobulated and DS PRI modulation types can

be verified using the (45).

-1 c
St
V. =— n=1

The staggered PRI modulation is verified using the
following equation:

)

(45)

(46)

where () is the unit step function, and g and g, are

the values that are compared to the values of 1— pnci /fi and

L . .
l—pci /Zﬁ respectively, to be used to verify the
n 1
i=1
recognized PRI modulation type.

As mentioned in previous section, the biased
autocorrelation function of DS PRI sequence is a piecewise
linear (PWL) function with different slopes. DS PRI
modulation can be verified using the following equation:

|C(k+1)=2C(k)+C(k -1)|
2u(83 -
_ | C(0) |

kpeak -1

& is the value that is compared to the values of
“(C(k+1)-2C(k)+C(k-1))/C(0))” at k for the DS PRI
sequence, to be used to verify the recognized DS PRI
modulation.

In staggered, sliding, wobulated and DS PRI modulation
types, the modulation pattern repeated in every several
pulses. When the classified modulation type is one of these
PRI modulation types, the PRI modulation period can be
estimated as the following:

(47)

£

k peak

Tperiod = Z bi (48)

i=1

5. Simulation Results

Simulation experiments were performed to show the
performance of the proposed method. Simulation scenario
consists of an electronic warfare environment which has
fifteen active radars that transmit signals with various
parameters. The parameters of these radars are shown in
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table 1. Radars often rotate their antenna beams to scan their ~ which is entitled by “Illumination Time / 1Sec” shows the
environments; hence the ESM systemreceives the signals of average of this time.
these radars for a little time. The sixth column of table 1

PRI Sequence
pi=ti-tia

!

Compensation for
spurious pulses

b

Compensation for
lost pulses

L

Calculation of C
and Q

cf,>1, (STG,DS) A cf,=1, (CST,JIT,SLD,WOB)
Classifier2, L
cfs3>dss,(STG) % cfi<dy,

Classifier3, C3

T >
(CST) - . Vizes Constant PRI
erification1, V. .
Modulation
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3<es, ( ) erification1, V. J,\:tered PRI
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Staggered PRI cfs < ds,(SLD) Vi<eq
Modulation

Sliding PRI
Modulation

Vi>eq

Dwell Switch PRI
Modulation

A 4

Noise

Figure 8. Procedure of the proposed method forthe recognition of the PRI modulation types

<
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Table 1. The radar parameters of simulation scenario

Emiter | AOA PW RE | oo | iumination | PRI PRI | Pulse p]:li)sis Sgﬁsizgs
No. (Degree) (usec) (MHz) Time/ 1Sec (usec) Modulation | Number (%) (%)
1 46.0 1.6 700 CST 50 msec 900 STG-3 160 5 15
2 47.5 83 1450 JIT 27 msec 3000 CST 27 10 10
3 45.8 12 2650 JIT 65 msec 1000 SLD 195 2 5
4 49.8 34 4000 DS 120 msec 350 DS4 1030 15 10
5 65.8 58 2000 CST 1000 msec 900 WOB 3330 5 5
6 65.5 49 3000 JIT 45 msec 800 CST 170 10 10
7 66.3 27 4500 CST 60 msec 140 T 1300 15 15
8 132 63 2300 CST 80 msec 650 SLD 370 10 15
9 131 47 7000 DS 65 msec 2400 CST 80 10 15
10 116 32 6500 JIT 170 msec 100 JIT 5100 15 20
11 166 51 3300 CST 50 msec 400 STG-5 375 5 5
12 54 35 2900 CST 140 msec 1200 STG-8 350 5 10
13 245 2.1 14000 DS 75 msec 75 DS-7 3000 10 10
14 267 05 9500 DS 60 msec 4 JIT 45000 5 15
15 323 1 9500 JIT 35 msec 25 DS-2 4200 10 10
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Simulated signals have maximum PRI variations equal to
thirty percent of their mean PRI. Seventh table column
shows the mean PRI of radars and next column shows the
PRI modulation type abbreviations with their number of PRI
levels.

The g in the PRI sequence clustering and theg , ¢, and

& in the Vi, V, and Vs verifiers and the threshold values for
the decision of the type classifiers and verifiers are ¢ =0.02,
§=¢67=45=002 , d,=0.01 d;,=08 > dy ;=06 >
e, =e,=08 and ¢ =0.3.It can be proved that the optimum
threshold value of Cfy is d,=0.75-

The proposed PRI modulation type recognition has been
tested using the scenario which shown in table 1. All radars
have been recognized despite the lost and spurious pulses
exist.

6. Conclusions

In modern electronic warfare environments, information
on PRI modulation type and PRI values is very important for
ESM systems to improve the probability of identification of
a radar signal and to track a pulse train precisely for
electronic attack. In this paper, a model for times of arrival
and PRI sequences and their noise has been proposed. MSE
estimation and average estimation of PRI level have been
compared. Biased autocorrelation function of PRI sequence
for PRI modulation types has been calculated and a
hierarchical clustering method has been proposed to cluster
the PRI levels. Based on the characteristics of biased
autocorrelation function for PRI sequences and also PRI
sequence clustering, a procedure for PRI modulation type
recognition has been proposed. Simulation results show that
the proposed method is very useful for radar signal
processing and emitter identification in ESM systems.
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