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Abstract In this paper a new approach in human identification is introduced, in which the use of the Vectorcardiogram (VCG) main loop as a biometric feature is investigated. The advantage of using VCG over the Electrocardiogram (ECG) is that the shape of the VCG is independent of the heart rate. A test set of 550 VCG’s recorded from 22 healthy individuals measured at different times and with a wide range of heart rate values is used to validate the system. The proposed system uses only the main loop of the VCG for identification. Two different algorithms are used. In the first one, coefficients from specially developed descriptor (the Equal Distance descriptor) are used for identification, and in the second, selected Fourier Descriptor coefficients of the main loop of the VCG are used as biometric data. In both methods Feed Forward Neural Networks are used as classifiers giving identification rates of 99.454% and 95% respectively.
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1. Introduction

Biometrics provides the way to identify humans based on unique physiological or behavioural characteristics of the individual person. For many years external physiological biometrics like fingerprint, iris recognition and face recognition were used (Jain et al.[1] and Reid,[2]). The problem with such biometrics is that they are considered external physiological biometrics which is easy to mimic and face by fake finger, iris and face photos. This raised the need for an internal physiological biometrics. The electrocardiogram (ECG) signals reflect the electrical activity of the heart and thus reflect the way the heart functions, and reveals its geometry. They are believed to be unique for each individual. For the classification of the individuals, researchers extracted the features either in the time domain or in the transform domain. Many time domain algorithms were proposed; Kyoso et al.[3] extracted their feature parameters from the second order derivative of the electrocardiographic waves, and used discriminant analysis for the identification. They claimed that the system can discriminate between registered ECG’s with an acceptable level of accuracy.

Also Biel et al.[4] used a diagnostic ECG device, that automatically extracts the medical features, both chest and limbs-leads were used where 30 features were automatically collected from each of the 12 leads rest ECG for 20 subjects, the number of features were reduced till the best results were obtained by using 10 features from lead I with identification rate of 100% using Multivariate analysis for the identification task. In their paper Shen et al.[5] and in the doctor Dissertation Shen,[6]ECG signals from 20 normal individuals were used, taken from the MIT-BIH database. In this research two methods were used for the classification process. The first one is template matching and the second one is Decision Based Neural Network (DBNN) whose input is a group of temporal and amplitude features. The results show that template matching gives an identification rate of 95% and the DBNN algorithm gives an identification rate of 80%. Combining the previous two methods first by template matching then by analyzing only the candidate beats by using DBNN an identification rate of 100% was achieved. Again Shen et al.[7]used template matching and distance classification methods for the same purpose, the identification rate ranged from 95.3% to 100% depending on the size of the tested group. In 2005 Israel et al.,[8] showed the uniqueness of an individual’s ECG by investigating temporal features. 15 temporal features were extracted from neck and chest electrodes; some features were considered constant with the change of the heart rate others were normalized by dividing them by the distance from the start of the P wave to the end of the T wave. This system was tested on a database of 29 subjects at different anxiety conditions with around 81% recognition rate. Kim et al.[9] measured the R-T, Q-T, and QRS intervals in rest and in physical active mode. The beat-by-beat based discriminatory analysis was performed by applying Malalanobis distance between these intervals.

On the other hand, the transform domain attracted the interest of many researchers; some used the multi-resolution
wavelet transform as for example Mahmoodabadi et al.[10] with which they detected the QRS complex of the ECG signal. Also Fatemian et al.[11] attained heartbeat delineation using Wavelets. Experimental results for healthy subjects from the PTB and MIT ECG databases indicated an identification rate of 99.61%. Also Discrete Cosine Transform (DCT) was proposed to be used by Wang et al., 2008 in conjunction with autocorrelation. The best results achieved were subject recognition rate of 100%. Also Platafintos et al.[12] suggested a classification based on the coefficients from the DCT of the Autocorrelation sequence of ECG data segments. Normalized Euclidean distance and normalized Gaussian likelihood were applied for classification and achieved recognition rates of between 93% and 100%. Cepstrum analysis was also used by Ming Li et al.[13] where fusion of both temporal and cepstral system outcomes at the score level were used to improve the overall performance of recognition. The proposed hybrid approach achieved 98.3% accuracy. Wahab et al.[14] extracted the feature parameters from the ECG data using Mel-Cepstral Frequency coefficients (MFCC) and Gaussian Mixture Model algorithm. The best identification results were above 91%. Loong et al.[15] used spectral coefficients computed through linear predictive coding (LPC) for the classification. The subject recognition rate reached 100%. Tawfik et al.[16] used time normalized QT signal and QRS with DCT for identification giving best results of 99%

Apart from this, most of the data was gained from resting subjects where the variability of heart beat was totally ignored. By this kind of data, high rates of recognition were attained reaching almost 100%. Only three exceptions of the above mentioned papers were detected, namely Israel et al.[8], where data was collected from 12 repeat sessions and in each individual session a set of seven two-minute tasks were recorded. The tasks were designed to stimulate different states of anxiety, and the result of classifications was between 82% and 98%. Fatemian et al.[11] reached 99.61% identification through finding a heartbeat template of each subject; representing his/her unique repetitive heartbeat morphology using the median of aligned heartbeats. Yet the ECG data used by Fatemian was taken from the PTB and MIT databases, which are known to show limited variability of heartbeats. Wahab et al.,[14] recorded the ECG data for 5 times on each subject to introduce heart beat variability to a certain extent (as mentioned). Their best identification result was above 91%.

In this paper stress is made on human identification under wide range of heart beat variability. The main loop of the Vectorcardiogram (VCG) is used as a biometric feature. VCG contour is produced by combing the corresponding samples of two ECG lead signals perpendicular to each other (figure 1), which are recorded at the same time. The VCG contour consists of three loops one produced from the P wave, one from the T wave and the main loop from the QRS complex, which contains the most important features. The use of the VCG main loop as a biometric feature is found to allow the independence of identification of the heart beat value. Thus the main advantage of using VCG over the ECG is that the shape of the VCG is independent of the heart rate.

The remainder of this paper is organized as follows: In section 2 the collection of ECG data is described with the stress on heart rate variability. Section 3 describes the preprocessing of the ECG signal; this includes filtering, averaging over many complete ECG signals, and adjusting spacing between points on the VCG main loop. The details of the descriptors used, namely the Equal Distance Descriptor and the Fourier Descriptor, are detailed in sections 4 and 5. The neural networks used for each of the chosen descriptors are detailed in section 6. Results and comparison between the proposed methods and related work are presented in section 7. Section 8 concludes the paper.

2. ECG Data Collection

Most of the research done for the classification of persons based on their ECG signals uses one of two standard databases or both, namely the PTB database and the MIT-BIH Normal Sinus Rhythm Database. As these databases were intended for the diagnostic of heart diseases, they include records for both healthy and mainly for diseased subjects. Researchers used to select records of a number of healthy subjects. Although these databases are standard and can allow comparison between different research results, yet they have the major drawback of having limited or no variability of heart rate. In real life situations, a subject to be recognized may be in an anxiety state, correspondingly having a heart beat, that is different from the one he/she had as the database was built, thus, it is vital for an identification system to be heart rate independent.

For this reason, the data used for this investigation was self collected from 22 healthy people, 20 males and 2 females between the age of 22 and 61 years. They are all either students or employees. The equipment used for collecting the data is the “Philips Pagewriter Trim II” with 500 Hz sampling rate and 24 bit A/D conversion providing 5μV resolu-
tion. The aim of the measurement sessions was to build a VCG database that is convenient to validate the ability of using the VCG for the purpose of human identification. This was done by recording the VCG’s with a relatively wide range of heart rates for each subject at the different test sessions to simulate different conditions occurring in the real life. The ECG records of each subject were collected at separated times and under different conditions. Only two leads were used lead I and lead aVF which were sufficient to produce the required VCG contour (see figure 1), where the subject was asked to place 2 electrodes on his hands and 2 electrodes on his legs, these electrodes enabled to record the limb and the augmented leads. To reduce the noise due to the movement of the subject he/she was asked to sit down while recording the signal. This was done in a normal daylight illuminated room. The recording started immediately after the subject sat down to preserve the heart rate caused by his/her previous activity, whether it was walking, climbing the stairs speaking loudly ...etc.

Each subject has 25 ten-second Lead I and aVF records collected within a four months period. The ten-second duration was dictated by the maximum recording duration of the data collecting device; the “Philips Pagewriter Trim II”. Yet, it was found that this duration was sufficient to obtain an average full ECG signal. To cover the 25 sessions/subject, and to have biweekly sessions for each one, a three month period would have been needed. This however, was extended to four months as some subjects failed to show in the appointed time.

In the light of the literature review it is found that the most critical problem associated with using ECG as a biometric data is the heart rate variability. Figure 2 demonstrates the heart rate variability of the 22 subjects, showing the recorded maximum and minimum heart rates during the 25 sessions.

While the highest recorded heart rate change was 68.9% by subject 4, the lowest recorded heart rate change was 15.1% by subject 20.

3. ECG Signal Preprocessing

The ECG and likewise the VCG signal contain high and low frequency noise components. It is known that the ECG signal contains three sources of noise

1) The low frequency noise: Baseline wondering due to perspiration, respiration, body movements, and poor electrode contact. This source of noise has a spectral content usually below 1 Hz.

2) Power line interference (50 Hz) due to poor grounding of the ECG equipment.

3) High frequency noise that appears within individual Heart Beats.

To remove these noise components the recorded ECG signal is filtered by using a Butterworth bandpass filter with cutoff frequencies of 1Hz and 40Hz resulting in a signal containing the useful spectrum of the ECG signal (Sörnmo et al.[17]).

After filtering, individual complete ECG signals are extracted from each record. As the QRS wave shows great stability with the change of the Heart Rate on the contrary to both the T and P waves, the end of the T wave point and the boundaries of the QRS complex are delineated by using minimum radius of curvature method suggested by Isreal et al.[8]. The signals are then aligned by the R waves and averaged to produce one complete ECG signal representing each record. The amplitude of the signal is then normalized by dividing it by the value of the peak of the R wave.

For the identification process the two small loops of the VCG are discarded due to their relative small effect on identification and only the main loop representing the QRS complex is used. The main loop of the VCG is constructed by plotting Lead I QRS signal on the x-axis against lead aVF signal on the y-axis giving the projection of the VCG main loop in the vertical plane.

The shape of the VCG is heart rate independent but the location of the points on the contour carry the time information from the ECG signal and thus has unequal distances. To prepare the contour to be processed by the proposed descriptors the contour is reproduced but with 100 equally spaced points while preserving its original shape as shown in figure 3 and described by Tawfik[19].

4. Equal Distance Descriptor

A Special descriptor was developed for the use of the VCG as a biometric feature. Depending on the previous step of reproducing the contour to be equally spaced, this descriptor is represented by the distances of different points on the contour from a certain point called the ‘eye point’ and normalized by dividing it by the length of the contour. The location of the eye point was at first chosen to be at the centroid of the contour, however, this choice caused a high error sensitivity when the centroid was very near to the boundary of the contour (inside or outside). In such cases, and for the same subject, a small change in the position of the centroid.
across the boundary of the contour resulted in a completely different set of descriptor data. It was therefore decided to locate the eye point at the lower right corner of the contour to avoid such problem (see figure 4). Also the Starting point was chosen to be corresponding to the first recorded point in time.

The VCG in most cases can be considered as a complex contour due to the presence of intersections in its shape, these intersections make the use of the distance from the eye point not sufficient; a signed distance is used as the descriptor coefficient instead. Depending on the sign of the angle between the line connecting the last point and the line connecting the current one to the ‘eye point’ the sign of the descriptor coefficient is determined (figure 4). Figure 5a,b gives an example of a VCG and the corresponding Equal Distance Descriptor.

In order to achieve invariance to shifting, rotating and scaling, the resulting Fourier coefficients should be manipulated as shown by Gonzalez[20]:

- Since the first Fourier Descriptor Coefficient (DC component) is the only coefficient affected by the translation, translation invariance is achieved by discarding this coefficient.
- Also taking the absolute value of each coefficient will render the descriptor rotation invariant.
- In order to achieve scaling invariance, each coefficient is divided by the absolute value of one chosen coefficient. However as the first coefficient will be discarded, so each element is divided by the absolute value of the second coefficient.

Figure 5a,c gives an example of a VCG and the corresponding Fourier Descriptor.

6. Neural Network Classifier

Artificial neural networks (ANN’s) are based on the present understanding of biological nervous system. ANN’s have been trained to perform complex functions in various fields of application including pattern recognition, identifi-
The neural network system consists of many layers: one input layer, one or more hidden layers and one output layer. The input layer represents the set of features to be classified. The hidden layers consist of many interconnected artificial neurons working in parallel to model the relationship between the input layer and the output layer. The output layer has a number of output terminals equal to the number of subjects to be classified.

For each of the above descriptors a corresponding neural network is used having a number of inputs ‘n_i’ in the input layer equal to the number of selected descriptor coefficients, one hidden layer and one output layer having a number ‘n_o’ of nodes equal to the number of candidates.

For the Equal Distance Descriptor, each fourth coefficient out of the available 100 coefficients is taken, so that only 25 coefficients are used. Thus the computed coefficients are introduced to a Neural Network classifier with 25 nodes in its input layer. The number of nodes of the hidden layer was optimized for the best classification, so that 40 nodes were used in this layer. As the number of subjects was 22 the output layer has 22 nodes.

For the Fourier Descriptor, after discarding the first coefficient to achieve translation invariance, and dropping the second coefficient as it is always equal to 1 to achieve scaling invariance as described previously, the first 8 coefficients and the last 8 coefficients are introduced to the neural network classifier, which thus has a number of input nodes n_i of 16. The number of nodes of the hidden layer was optimized for the best classification, so that 30 nodes were used in this layer. Again the number of nodes of the output layer is 22 to indicate the 22 candidates.

The Neural Networks are trained using the back propagation learning algorithm. Each neural network is trained to accept the candidate’s coefficients vector and to clamp his/her output node at one and to reject other candidates’ coefficient vectors by clamping there output nodes to zero. The Neural Networks are trained by 15 data sets per subject chosen randomly, and 10 data sets are used for testing. If the output clamping is not used, the output with the maximum value would represent the accepted subject. In this case a new subject not in the database will, depending on the allowed error, either give a false acceptance or will be rejected.

Both ANN’s were simulated using Matlab 2007 software.

7. Results and Discussion

Figure 6 depicts for each of the 22 candidates ten recorded main loops of the VCG’s plotted on each other, just to show the similarity of VCG contours/subject.

It is clearly seen that each subject has his/her characteristic VCG contour differing from all other subjects’ contours.

The VCG main loop of a subject to be identified is constructed from the preprocessed QRS complex from Lead aVF against that of lead I, where both of them are recorded at the same time. The resulting contour is reshaped to get equal distances between its adjacent points, and then processed by one of the two proposed descriptors. The resulting descriptor coefficients are introduced to the corresponding feed forward Neural Network classifier described above. The output of the ANN indicates the identified candidate.

For the Equal Distance Descriptor, the correct identification was found to be 209 out of the 220 VCG test records, giving an identification rate of 95%.

By the Fourier Descriptor, on the other hand, the correct identification was found to be 219 out of 220 giving an identification rate of 99.454%.

Figure 6. VCG contours for each subject plotted on each other for the all 22 subjects.
need to be investigated. Future work would include a descriptive heart rates, heart diseases and long term stability algorithm to discriminate between twins. Also an interesting topic is to study the ability of the algorithm using the developed algorithms for human identification.

tailed study of heart diseases and their effects on the ability descriptor and 95% for equal distance descriptor.

The Effect of excessive heart rates. The Effect of excessive heart rates would be for excessive heart rates. The Effect of excessive heart rates, heart diseases and long term stability need to be investigated. Future work would include a detailed study of heart diseases and their effects on the ability of using the developed algorithms for human identification. Also an interesting topic is to study the ability of the algorithm to discriminate between twins.
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### Table 1. comparison summery between the proposed methods and related work

<table>
<thead>
<tr>
<th>Method</th>
<th>ECG Database</th>
<th>Wide range of Heart Rate</th>
<th>Identification Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biel (2001)</td>
<td>Self collected</td>
<td>No</td>
<td>100%</td>
</tr>
<tr>
<td>Shen (2002)</td>
<td>Self collected</td>
<td>No</td>
<td>Best Algorithm 100%</td>
</tr>
<tr>
<td>Israel (2005)</td>
<td>Self collected</td>
<td>Yes</td>
<td>81%</td>
</tr>
<tr>
<td>Tawfik (2010)</td>
<td>Self collected</td>
<td>Yes</td>
<td>Best Algorithm 99.09%</td>
</tr>
<tr>
<td>Wahab (2011)</td>
<td>Self collected</td>
<td>Yes</td>
<td>91%</td>
</tr>
<tr>
<td>Fatemian(2011)</td>
<td>Standard(PTB and MIT-BHI)</td>
<td>Limited</td>
<td>99.61%</td>
</tr>
<tr>
<td>VCG-Equal Distance Descriptor (Proposed)</td>
<td>Self collected</td>
<td>Yes</td>
<td>95%</td>
</tr>
<tr>
<td>VCG-Fourier Descriptor (proposed)</td>
<td>Self collected</td>
<td>Yes</td>
<td>99.454%</td>
</tr>
</tbody>
</table>


