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**Abstract** This paper concentrates on deriving a formula for a special case of the initial distribution of the Markov transition probability matrix with assuming all the probabilities being equal. A Markov Chain is a mathematical system that undergoes transitions from one to another state. Markov chains have many applications as statistical models of real-world processes. This paper gives a procedure to make the transition probabilities calculation easier.
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**1. Introduction & Achievement**

Markov chains deal with the transition of states of discrete type to describe its behaviour after \( n \) steps. The purpose of this paper is to replace transition probabilities calculations with linear calculations when dealing with Markov transition probability matrices of large order for simplicity. And the algorithm will be applied to different Markov Chain models like Queueing Models, Inventory System and Storage Models for more illustration. In this paper we assume that \( p_k = \frac{1}{n} \).

---

**2. Theoretical Framework**

A transition probability matrix \( P \) is a \( n \times n \) matrix, where the terms in each row add 1. The expression of this type of matrix is:

\[
P = \begin{bmatrix}
1 & 2 & 3 & \ldots & n \\
1 & p_{11} & p_{12} & \ldots & p_{1n} \\
2 & p_{21} & p_{22} & \ldots & p_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
n & p_{n1} & p_{n2} & \ldots & p_{nn}
\end{bmatrix}
\]  

(1)

- 1, 2, 3, \ldots, \( n \) are the states

Where:
- \( p_{ij} \) is the probability of \( i \) moving to \( j \)
- \( (i,j) \) are the corresponding position of each element in the transition matrix, i.e. \( \forall i, j = 1, 2, 3, \ldots, n \)

And:

\[
p^n = \begin{bmatrix}
1 & 2 & 3 & \ldots & n \\
1 & p_{11}^n & p_{12}^n & \ldots & p_{1n}^n \\
2 & p_{21}^n & p_{22}^n & \ldots & p_{2n}^n \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
n & p_{n1}^n & p_{n2}^n & \ldots & p_{nn}^n
\end{bmatrix}
\]  

(2)

is the transition probability matrix after \( n \) steps. The initial distribution is written as follows:

\[
p^0 = [p_1, p_2, p_3, \ldots, p_k, \ldots, p_n]
\]  

(3)

Where:
- \( p_k \) is the initial probability of state \( k \), where \( k = 1, 2, 3, \ldots, n \)
- Usually \( p_k \neq p_i \) for any \( k \neq i \).

When \( p_k = p_i = \frac{1}{n} \), this means that the initial distribution is equally likely then we will derive a general formula to get:

\[
p^n = [p_1, p_2, p_3, \ldots, p_n]
\]  

(4)

---

* Corresponding author:
  nbhms@yahoo.com (Nathier Abas Ibrahim)
Published online at http://journal.sapub.org/ajms

Copyright © 2013 Scientific & Academic Publishing. All Rights Reserved
\[ p^n_i = \left[ \sum_{i=1}^n (p_1 \times p^n_1) \sum_{i=1}^n (p_2 \times p^n_2) \sum_{i=1}^n (p_3 \times p^n_3) \ldots \sum_{i=1}^n (p_n \times p^n_n) \right] \]

Where \( i = 1, 2, \ldots, n \)

By replacing \( p_k \) with \( \frac{1}{n} \) we get:

\[ p^n_i = \left[ \sum_{i=1}^n \left( \frac{p^n_1}{n} \right) \sum_{i=1}^n \left( \frac{p^n_2}{n} \right) \sum_{i=1}^n \left( \frac{p^n_3}{n} \right) \ldots \sum_{i=1}^n \left( \frac{p^n_n}{n} \right) \right] \]

(6)

(7)

Which is a vector with the arithmetic mean of each column.

3. Application

The application will cover two parts; First, a numerical part by using the EQPro algorithm to illustrate the previous section. And second with applications of Markov chains transition probability matrix.

3.1. EQPRO Algorithm Procedure

To illustrate the theoretical part, we will use an EQPRO Algorithm for generating Markov transition matrices with different sizes. The software used for generating matrices is the “Matlab R2009b”\(^3\), which is flexible when dealing with matrices.

1- Generate a random matrix of dimension \( n \times n \) follows the discrete uniform distribution, \( p_{ij} \sim U(0,1) \).

2- The resulting matrix satisfies that:

\[ 0 \leq p_{ij} \leq 1 \forall i, j \]

Next, the arithmetic mean for each column is computed as follows.

3- By transposing the matrix, we check that the elements in a fixed row add 1; i.e.

\[ \sum_{j=1}^n p_{ij} = 1 \forall i, j = 1, 2, 3, \ldots, n \]

In the Matlab software is:-

- \( N = \text{input}("N = "); \)
- \( B = \text{rand}(N); \)
- \( \text{Sum}(B); \)
- \( \text{For} i = 1: N; \)
- \( B(:, i) = B(:, i)/\text{sum}(B(:, i)); \)
- \( \text{End} \)
- \( A = B'; \)
- \( A \)

We illustrate the EQPro algorithm in different sizes of matrices from size 2 to size 8 with different steps of transition probability matrix:

1- Size 2:

\[ p = \begin{bmatrix} 0.3153 & 0.6847 \\ 0.4523 & 0.5477 \end{bmatrix} \]

\[ p^0 = \begin{bmatrix} \frac{1}{2} & \frac{1}{2} \end{bmatrix} \]

\[ p^0 \times p = \begin{bmatrix} 0.3153 + 0.4523 & 0.6847 + 0.5477 \end{bmatrix} \]

\[ p_i = \begin{bmatrix} 0.3838 & 0.6162 \end{bmatrix} \]

2- Size 3 with 2-step:

\[ p^2 = \begin{bmatrix} 0.4777 & 0.4260 & 0.0963 \\ 0.4683 & 0.4388 & 0.0929 \\ 0.3233 & 0.3594 & 0.3174 \end{bmatrix} \]

\[ p^0 \times p^2 = \begin{bmatrix} 0.4231 & 0.4080 & 0.1689 \end{bmatrix} \]

3- Size 4 with 5-step:

\[ p^5 = \begin{bmatrix} 0.2157 & 0.2770 & 0.2578 & 0.2495 \\ 0.2155 & 0.2778 & 0.2572 & 0.2495 \\ 0.2156 & 0.2772 & 0.2578 & 0.2495 \\ 0.2153 & 0.2776 & 0.2573 & 0.2497 \end{bmatrix} \]

\[ p^0 \times p^5 = \begin{bmatrix} 0.2155 & 0.2774 & 0.2575 & 0.2495 \end{bmatrix} \]
3.2. Applied Markov Chains

Before, the derived formula will be applied to some problems based modelled by Markov Chains:

3.2.1. Queuing Models

A system consisting of a service facility, a process of arrival of customers who wish to be served by the facility, and the process of service is called a Queuing system\(^1\)[2][4][5].

Concretely, the M/G/1 Queue\(^1\)[2][4][5] is based on a Markov chain with transition probability matrix:

\[
P = \begin{bmatrix}
0 & 1 & 2 & 3 & \cdots \\
0 & 0 & k_1 & k_2 & k_3 & \cdots \\
0 & 0 & 0 & k_1 & k_2 & \cdots \\
0 & 0 & 0 & 0 & k_1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

Suppose that the M/G/1 queue described above is modified to incorporate a finite waiting room of size N. Assuming that customers arriving at the system depart without service when the waiting room is full, the transition probability matrix of the Markov chain takes the form:
3.2.3. Storage Models

An inventory system is a facility in which items of merchandise and materials are stocked in order to meet demands\(^{[1][2][5]}\). Its transition probability matrix \( P \) is given by (only nonzero elements are shown):

\[
P = \begin{bmatrix}
0 & 1 & 2 & 3 & \ldots & N-1 & N \\
1 & k_0 & k_1 & k_2 & \ldots & k_{N-1} & \bar{A}_{N-1} \\
2 & 0 & k_0 & k_1 & k_2 & \ldots & k_{N-2} & \bar{A}_{N-2} \\
3 & 0 & 0 & k_0 & k_1 & \ldots & k_{N-3} & \bar{A}_{N-3} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
4 & 0 & 0 & 0 & \ldots & k_0 & \bar{A}_0 \\
\end{bmatrix}
\]

Where we have written: \( k_j + k_{j+1} + \ldots = \bar{A}_{j-1} \)

Equation (6) in this matrix. The result is:

\[
p_i = \frac{1}{N+1} \left( 2k_i + \sum_{j=0}^{i-1} k_j \right)
\]

And

\[
p_N = \frac{1}{N+1} (2\bar{A}_{N-1} + \sum_{j=0}^{N-1} \bar{A}_j)
\]

3.2.2. Inventory Systems

An inventory system is a facility in which items of merchandise and materials are stocked in order to meet demands\(^{[1][2][5]}\). Its transition probability matrix \( P \) is given by (only nonzero elements are shown):

\[
P = \begin{bmatrix}
0 & 1-q & q \\
1 & 1-q & q \\
\vdots & \vdots & \vdots \\
s-1 & 1-q & q \\
s & 1-q & q \\
s+1 & 1-q & q \\
s+2 & 1 & q \\
\vdots & \vdots & \vdots \\
S & \vdots & \vdots \\
\end{bmatrix}
\]

Equation (6) in this matrix. The result is:

\[
p_i = \frac{2(1-q)}{S+1} \frac{1-q}{S+1} \ldots \frac{1-q}{S+1} \frac{1-q}{S+1} \frac{1}{S+1} \frac{1}{S+1} \frac{(s+1)q}{S+1}
\]

3.2.3. Storage Models

In storage theory problems related to situations such as storing water in a reservoir are considered. These problems are similar to inventory problems since the basic feature is storing a commodity until its released to or claimed by another party\(^{[1][2][6]}\).

\[
P = \begin{bmatrix}
A_m & a_{m+1} & a_{m+2} & \ldots & a_{K-m} & \ldots & a_{K-1} & \bar{A}_{K-1} \\
A_{m-1} & a_m & a_{m+1} & \ldots & a_{K-m-1} & \ldots & a_{K-2} & \bar{A}_{K-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
A_1 & a_2 & a_3 & \ldots & a_{K-2m+1} & \ldots & a_{K-m} & \bar{A}_{K-m} \\
m & a_0 & a_1 & a_2 & \ldots & a_{K-2m} & \ldots & a_{K-m-1} & \bar{A}_{K-m-1} \\
m+1 & 0 & a_0 & a_1 & \ldots & a_{K-2m-1} & \ldots & a_{K-m-2} & \bar{A}_{K-m-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \vdots \\
K+m & 0 & 0 & 0 & \ldots & a_0 & \ldots & a_{m-1} & \bar{A}_0 \\
\end{bmatrix}
\]

Equation (6) in this matrix. The result is:

\[
p_i = \frac{1}{K-m+1} (a_0 + \sum_{i=1}^{m} A_m) \frac{1}{K-m+1} \sum_{i=0}^{m+1} a_i \ldots \frac{1}{K-m+1} \sum_{i=0}^{K-m} a_i \frac{1}{K-m+1} \sum_{i=0}^{K-1} \bar{A}_i
\]

When \( m = 1 \), a simple recursive approach can be suggested in deriving the limiting distribution of the Márkov chain. In this case we have:
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\[ P = \begin{bmatrix}
0 & a_1 & a_2 & \cdots & a_{K-1} & \bar{A}_{K-1} \\
1 & a_0 & a_1 & a_2 & \cdots & a_{K-2} & \bar{A}_{K-2} \\
2 & a_0 & a_1 & a_2 & \cdots & a_{K-3} & \bar{A}_{K-3} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
K-1 & a_0 & a_1 & a_2 & \cdots & a_{K-2} & \bar{A}_{K-2} \\
& & & & & & a_0 & \bar{A}_0
\end{bmatrix} \]

Equation (6) in this matrix. The result is:

\[ p_i = \left[ \frac{1}{K} (a_0 + A_i) \right] \frac{1}{K} \sum_{i=0}^{2} a_i \frac{1}{K} \sum_{i=0}^{3} a_i \cdots \frac{1}{K} \sum_{i=0}^{K-1} a_i \sum_{i=0}^{K-1} \bar{A}_i \]

4. Conclusions

As we have seen, it is easier to deal with numerical calculations rather than transition probabilities calculations, especially when the transition probability matrix contains a lot of zeros. So we hope this paper gives the first step in deriving an easy formula for the initial distribution with equal probability for the “Applied Markov Chains”.
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