A Random-effects Regression Specification Using a Local Intercept Term and a Global Mean for Forecasting Malarial Prevalence
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Abstract  Historically, malaria disease mapping has involved the analysis of disease incidence using a prevalence responsible variable often available as aggregate counts over a geographical region subdivided by administrative boundaries (e.g., districts). Thereafter, commonly, univariate statistics and regression models have been generated from the data to determine covariates (e.g., rainfall) related to monthly prevalence rates. Specific district-level prevalence measures however, can be forecasted using autoregressive specifications and spatiotemporal data collections for targeting districts that have higher prevalence rates. In this research, initially, case, as counts, were used as a response variable in a Poisson probability model framework for quantifying datasets of district-level covariates (i.e., meteorological data, densities and distribution of health centers, etc.) sampled from 2006 to 2010 in Uganda. Results from both a Poisson and a negative binomial (i.e., a Poisson random variable with a gamma distrusted mean) revealed that the covariates rendered from the model were significant, but furnished virtually no predictive power. Inclusion of indicator variables denoting the time sequence and the district location spatial structure was then articulated with Thiessen polygons which also failed to reveal meaningful covariates. Thereafter, an Autoregressive Integrated Moving Average (ARIMA) model was constructed which revealed a conspicuous but not very prominent first-order temporal autoregressive structure in the individual district-level time-series dependent data. A random effects term was then specified using monthly time-series dependent data. This specification included a district-specific intercept term that was a random deviation from the overall intercept term which was based on a draw from a normal frequency distribution. The random effects specification revealed a non-constant mean across the districts. This random intercept represented the combined effect of all omitted covariates that caused districts to be more prone to the malaria prevalence than other districts. Additionally, inclusion of a random intercept assumed random heterogeneity in the districts’ propensity or, underlying risk of malaria prevalence which persisted throughout the entire duration of the time sequence under study. This random effects term displayed no spatial autocorrelation, and failed to closely conform to a bell-shaped curve. The model’s variance, however, implied a substantial variability in the prevalence of malaria across districts. The estimated model contained considerable overdispersion (i.e., excess Poisson variability): quasi-likelihood scale = 76.565. The following equation was then employed to forecast the expected value of the prevalence of malaria at the district-level: prevalence = exp[-3.1876 + (random effect)i]. Compilation of additional and accurate data can allow continual updating of the random effects term estimates allowing research intervention teams to bolster the quality of the forecasts for future district-level malarial risk modelling efforts.
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1. Introduction
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Ecological regression for malaria disease mapping mainly focuses on simulating estimation of risk in administrative regions which are commonly exploited using Poisson specifications[1]. A discrete stochastic variable X is said to have a Poisson distribution with parameter \( \lambda > 0 \), if \( k = 0, 1, 2, \) while the probability mass function of \( X \) is
rendered by: \( f(k;\lambda) = \Pr(X = k) = \frac{\lambda^k e^{-\lambda}}{k!} \) where \( e \) is the base of the natural logarithm (\( e = 2.71828... \)) and \( k! \) is the factorial of \( k/2 \). The mode of a Poisson-distributed malarial-related sampled variable with a non-integer \( \lambda \) is then equal to \( \lfloor \lambda \rfloor \), which in turn will represent the largest integer less than or equal to \( \lambda \) in the model. This can also be written as floor \( \lambda \). The floor function \( \lfloor x \rfloor \) then would be the greatest integer function or integer value generating the largest integer less than or equal to \( x \). Commonly, the floor and ceiling functions then maps a field-sampled malarial-related covariate coefficient value to the largest previous or the smallest following integer, respectively, where \( \lceil x \rceil \) is the smallest integer not less than \( x \).

Since \( \lambda \) would be a positive integer in a spatiotemporal sampled district-level malarial regression-based model, for example, the modes would be \( \lambda \) and \( \lambda - 1 \). By so doing, all of the cumulants of the Poisson distribution in the malarial model would be equal to the expected value \( \lambda \) calculated at each sampled district-level location.

Further, the explanatory predictor covariate coefficient of variation in a Poisson-specified malarial-related regression model would then be \( \lambda^{-1/2} \) while the index of dispersion would be 1. Thereafter, commonly, the mean deviation about the mean in the district-level malarial model would be expressed as \( E[X - \lambda] = 2\exp(-\lambda)\frac{1}{\lambda!} \) for determining statistical significance of the spatiotemporal sampled parameter estimators.

On occasion the negative binomial distribution can be used as a substitute to the Poisson distribution especially in its alternative parameterization state. This distribution may be especially useful for time series-dependent malarial-related discrete data over an unbounded positive range whose sample variance exceeds the sample mean. In such cases, the observations would be overdispersed with respect to a Poisson distribution, for which traditionally, the mean is equal to the variance. Additionally, spatial statistics has recently provided new methodologies and solutions for invasive residual autoregressive uncertainty diagnostic analyses (e.g., derivation of eigenvalues of second order coupled with differential equations) employing spatiotemporal sampled malarial-related explanatory covariate coefficient estimates[1]. Recent advances in local spatial statistics have led to a growing interest in the detection of disease clusters or 'hot spots', for public health surveillance for improving disease etiology and the pathogenesis of epidemics such as malaria. For example, Moran's \( I \) is a global parameter for the measurement of autocorrelation, which can be used to examine individual seasonal-sampled district-level geographical locations enabling "hotspots" to be identified based on comparison with neighbouring sampled district-level malarial-related data feature attributes. Moran's \( I \) is a measure of spatial autocorrelation which in seasonal malaria modelling is characterized by a correlation in a signal among nearby sampled data locations in space[1]. Hot spot cluster analyses can be an effective methodology for defining elevated concentrations of an environmental phenomenon [2]. Among a few methods proposed for hotspot or spatial cluster identification is the Moran's \( I \) which is a measure of spatial autocorrelation. Spatial autocorrelation is the correlation among values of a single variable strictly attributable to their relatively close geographical locational positions on a two-dimensional surface, introducing a deviation from the independent observations assumption of classical statistics[3]. Often spatial autocorrelation used in mathematical spatiotemporal arthropod-born infectious disease analyses is characterized by a correlation in a signal among nearby larval habitat locations in geographical space such as Getis' \( G \) index, spatial scan statistics, and Tango's \( C \) index but, currently the local Moran's \( I \) index is the most popular index[1].

In this research our assumption was that by calculating analytic derivatives with line parameter restrictions and estimation of simultaneous systems using linear and non-linear regression-based algorithmic equations with distributed lags and time-series dependent error quantification processes, robust spatial forecasts of district-level malaria-related prevalence rates could be generated. Thereafter, by analysing and identifying the spatiotemporal sampled covariate coefficient estimates as delineated by our model residuals, we assumed we could elucidate mechanisms for accurately predicting underlying district-level geographic locations of higher prevalence rates (e.g., higher monthly precipitation values, higher urban populations). Mathematical malarial regression models should focus on treatment based on surveillance of the most productive areas of an ecosystem[4].

Another assumption in this research was that we could use the mathematically predicted prevalence rates from the linear and spatial autoregressive risk distribution model outputs for implementing cost-effective larval control measures throughout Uganda. For example, in theory, georeferenced explanatory covariate coefficients rendered from a stochastic robust interpolator could predicatively map, district-level regions that have higher prevalence rates for targeting areas and/or feature data attributes that contribute to areas of greater rates. Since the devastating situation of malaria in Uganda can be explained to a large extent by the mounting drug-resistance problem and the lack of a vaccine[4], an integrated mathematical-based predictive map targeting geographic locations may reveal sound understanding of district-level malarial transmission dynamics especially in highly populated urban regions. The importance of this work may also be expressed in mathematical literature regarding representations of geographic space. Therefore, the objectives of this research were to: (1) construct a robust Poisson regression model framework using multiple field and remote-sampled predictor variables; (2) generate a spatial autoregressive-oriented error matrix using the estimators; (3) filter all latent autocorrelation parameters in the residual variance.
employing an eigenfunction decomposition algorithm to accurately forecast district-level malarial rates by eliminating the effect of variables’ uncertainties (e.g., perfect multicollinearity) in multiple spatiotemporal empirical ecological datasets of district-level time-series dependent georeferenced explanatory covariate coefficients seasonally - sampled from 2006 to 2010 in Uganda.

2. Materials and Methodology

2.1 Study Site

Uganda is a landlocked country in East Africa. The country is located on the East African plateau, lying mostly between latitudes 4°N and 2°S (a small area is north of 4°), and longitudes 29° and 35°E. It averages about 1,100 meters (3,609 ft.) above sea level, and this slopes very steadily downwards to the Sudanese Plain to the north. The maximum in areas bordering on marshes where rates can range from 1% to 15% according to age and season of the year[4]. Although generally equatorial, the climate is not uniform as the altitude modifies the climate. Southern Uganda is wetter with rain generally spread throughout the year. At Entebbe on the northern shore of Lake Victoria, most rain falls from March to June and in the November/December period. Further to the north a dry season gradually emerges, for example, at Gulu about 120 km from the South Sudanese border where November to February is much drier than the rest of the year.

Uganda is divided into districts spread across four administrative regions: Northern, Eastern, Central (i.e., Kingdom of Buganda) and Western. The districts are subdivided into counties. A number of districts have been added in the past few years, and eight others were added on July 1, 2006 plus others were added throughout 2010. There are presently over 100 districts. Most districts are named after their main commercial and administrative towns. Each district is divided into sub-districts, counties, sub-counties, parishes and villages. See Figure 1 for district-level administrative divisions in Uganda.

2.2 Environmental Parameters

Initially, the data analysis explored covariation between prevalence1[i.e., (adjusted cases)/population, which in this research was not the same as the reported number of probable and confirmed cases], variable Y, and the following variables: annual—population density, density of clinics, and density of water bodies; monthly—humidity, rainfall and vegetation indices.

1 Adjusted cases were calculated by rounding off prevalence/population to obtain integer counts.

2.3 Regression Model

We then constructed a Poisson model in SAS GENMOD. The Poisson process in our analyses was provided by the limit of a binomial distribution of the sampled district-level explanatory predictor covariate coefficient estimates using

\[ P_p(n|N) = \frac{N!}{n!(N-n)!} p^n (1-p)^{N-n} \] (2.1).

We viewed the distribution as a function of the expected number of count variables using the sample size N for quantifying the fixed p in equation (2.1), which was then transformed into the linear equation: \[ P_p(n|N) = \frac{N!}{n!(N-n)!} \left( \frac{\nu}{N} \right)^n \left( 1 - \frac{\nu}{N} \right)^{N-n} \]. Based on the sample size N, the distribution approached \[ P_p(n|N) \] was

\[ \lim_{n \to \infty} P_p(n|N) = \lim_{N \to \infty} \frac{N(N-1)\cdots(N-n+1)}{n!} \left( 1 - \frac{\nu N(1-\nu N)}{N} \right)^N e^{-\nu N} \] (2.1).

The GENMOD procedure then fit a generalized linear model (GLM) to the sampled data by maximum likelihood estimation of the parameter vector \( \beta \). In this research the GENMOD procedure estimated the seasonal-sampled parameters of each district-level malaria model numerically through an iterative fitting process. The dispersion parameter was then estimated by the residual deviance and by Pearson’s chi-square divided by the degrees of freedom (d.f.). Covariances, standard errors, and p-values were then computed for the sampled covariate coefficients based on the asymptotic normality derived from the maximum likelihood estimation.

Note, that the sample size N completely dropped out of the probability function, which in this research had the same
functional form for all the sampled district-level parameter estimator indicator values (i.e., \( v \)). As expected, the Poisson distribution was normalized so that the sum of probabilities equaled 1. The ratio of probabilities was then determined by \( \sum_{n=0}^{\infty} P_v(n) = e^{-v} \sum_{n=0}^{\infty} \frac{v^n}{n!} = e^{-v} e^v = 1 \) which was then subsequently expressed as

\[
P_v(n+1) = \frac{e^{-v} v^{n+1}}{n+1! P(n)} = \frac{e^{-v} v^n}{n!} P(n).
\]

The Poisson distribution revealed that the explanatory covariate coefficients reached a maximum when

\[
\gamma = -\gamma - H_n + \ln v = 0,
\]

where \( \gamma \) was the Euler-Mascheroni constant and \( H_n \) was a harmonic number, leading to the transcendental equation \( \gamma - H_n + \ln v = 0 \). The regression model also revealed that the Euler-Mascheroni constant arose in the integrals as

\[
\gamma = -\int_0^\infty e^{-x} \ln x \, dx = -\int_0^1 \ln \left( \frac{1}{x} \right) \, dx = \int_0^\infty \left( \frac{1}{1-e^{-x}} - \frac{1}{x} \right) e^{-x} \, dx = \int_0^\infty \left( \frac{1}{1+x} - e^{-x} \right) \, dx \quad (2.2).
\]

Commonly, integrals that render \( \gamma \) in combination with temporal sampled constants include

\[
\int_0^\infty e^{-x^2} \ln x \, dx = -\frac{1}{\sqrt{\pi}} (\gamma - 2 \ln 2)
\]

which is equal to \( \int_0^\infty e^{-x^2} (\ln x) \, dx = \gamma^2 + \frac{\pi}{6} \) [2]. Thereafter, the double integrals in our district-level seasonal malaria regression model included

\[
\gamma = \int_0^1 \int_0^1 \frac{x-1}{(1-xy) \ln (xy)} \, dx \, dy.
\]

An interesting analog of equation (2.2) in the regression-based model was then calculated as

\[
\ln \left( \frac{4}{\pi} \right) = \sum_{n=1}^{\infty} (-1)^{n+1} \left( \frac{1}{n} - \ln \left( \frac{n+1}{n} \right) \right) = \int_0^1 \int_0^1 \frac{x-1}{(1+xy) \ln (xy)} \, dx \, dy = 0.241564... \gamma.
\]

This solution was also provided by incorporating Mertens theorem (i.e., \( e^\gamma = \lim_{n \to \infty} \ln p_n \prod_{i=1}^{n} \left( 1 - \frac{1}{p_i} \right) \) where the product was aggregated over the district-level sampled values found in the empirical ecological datasets. Mertens’ 3rd theorem:

\[
\lim_{n \to \infty} n \prod_{p \leq n} \left( 1 - \frac{1}{p} \right) = e^\gamma
\]

is related to the density of prime numbers where \( \gamma \) is the Euler–Mascheroni constant [5]. By taking the logarithm of both sides in the model, an explicit formula for \( \gamma \) was then derived employing

\[
\gamma = \lim_{n \to \infty} \left[ \sum_{k=1}^{n} \frac{1}{k} - \ln \left( 1 + \frac{1}{k} \right) \right] - \ln \ln x.
\]

This expression was also rendered coincidently by quantifying the data series employing Euler, and equation (2.2) by first replacing \( \ln n, \ln (n+1) \) , in the equation

\[
\gamma = \sum_{k=1}^{n} \left[ \frac{1}{k} - \ln \left( 1 + \frac{1}{k} \right) \right] + \ln \left( 1 + \frac{1}{n} \right)
\]

and then generating

\[
\lim_{n \to \infty} \left[ \ln (n+1) - \ln n \right] = \lim_{n \to \infty} \left( 1 + \frac{1}{n} \right) = 0. We then substituted the telescoping sum \( \sum_{k=1}^{n} \ln \left( 1 + \frac{1}{k} \right) \) for \( \ln(n+1) \) which then generated

\[
\lim_{n \to \infty} \left[ \frac{1}{k} - \frac{1}{k} \left( 1 + \frac{1}{k} \right) \right] = \lim_{n \to \infty} \sum_{k=1}^{n} \left[ \frac{1}{k} - \ln \left( 1 + \frac{1}{k} \right) \right].
\]

Additionally, other series in our spatiotemporal district-level regression model included the equation (\( \bigcirc \)) where

\[
\gamma = \sum_{n=2}^{\infty} \frac{\zeta(n)}{n} = \ln \left( \frac{4}{\pi} \right) + \sum_{n=1}^{\infty} \frac{(-1)^{n+1} \zeta(n+1)}{2^n (n+1)} \quad \text{and} \quad \zeta(2s) = \gamma = \sum_{n=1}^{\infty} (-1)^{n+1} \frac{\ln n}{n} \quad \text{plus the Riemann zeta function. The Riemann zeta function } \zeta(s) \text{ is a function of a complex variables that analytically continues the sum of the}
infinite series \( \sum_{n=1}^{\infty} \frac{1}{n^s} \) which converges when the real part of \( s \) is greater than 1 where \( \lg \) is the logarithm to base 2 and the \( \lfloor x \rfloor \) is the floor function[2]. Nielsen[5] earlier provided a series equivalent to \( \gamma = 1 - \sum_{n=1}^{\infty} \sum_{k=2}^{n} \frac{n}{(2k+1)(2k+2)} \) and, thereafter \( \frac{1}{(2k+1)(2k+2)} = \frac{1}{2k+1} - \frac{1}{2k+2} \) which was then added to \( 0 = -1 + \frac{1}{4} + \frac{1}{8} + \ldots \) to render Vacca's formula. Gosper et al.[6] used the sum \( \sum_{n=1}^{\infty} \sum_{k=2}^{n} \frac{(-1)^k}{k} = \sum_{n=1}^{\infty} \frac{1}{2} \sum_{j=0}^{k-1} \left( \frac{2^{k-j} + j}{j} \right) \) with \( k-j \) by replacing the undefined \( I \) and then rewrote the equation as a double series for applying the Euler's series transformation to each of the sampled time-series dependent explanatory covariate coefficient estimates.

In this research \( \frac{n}{k} \) was used as a binomial coefficient, rearranged to achieve the conditionally convergent series in our spatiotemporal district-level linear model. The plus and minus terms were first grouped in pairs of the sampled covariate coefficient estimates employing the resulting series based on the actual observational covariate coefficient indicator values. The double series was thereby equivalent to Catalan's integral: \( \gamma = \int_{0}^{1} \frac{1}{1+x} \sum_{n=1}^{\infty} x^{2n-1} dx \). Catalan's integrals are a special case of general formulas due to \( J_0 \left( \sqrt{z^2 - y^2} \right) = \frac{1}{\pi} \int_{0}^{\pi} e^{\frac{1}{2} z \cos \theta} \cos \left( z \sin \theta \right) d\theta \) where \( J_0 \left( z \right) \) is a Bessel function of the first kind[3]. The Bessel function is a function \( nZ(x) \) defined in a robust regression model by using the recurrence relations

\[
\begin{align*}
Z_{n+1} + Z_{n-1} &= \frac{2n}{x} Z_n, \\
Z_{n+1} - Z_{n-1} &= -2 \frac{dZ_n}{dx}
\end{align*}
\]

which more recently has been defined as solutions in linear models using the differential equation \( x^2 \frac{dy}{dx^2} + x \frac{dy}{dx} + (x^2 - n^2)y = 0 \)[6].

In this research the Bessel function \( J_n(x) \) was defined by the contour integral \( J_n(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{\frac{x}{2} (t-1/4)} t^{-n+1} dt \) where the contour enclosed the origin and was traversed in a counter-clockwise direction. This function generated:

\[
J_0 \left( 2iz \right) = \frac{1}{\pi} \int_{0}^{\pi} e^{(1+z) \cos \theta} \cos \left( (1-z) \sin \theta \right) d\theta \quad z \equiv 1-z' \quad \text{and} \quad \gamma \equiv 1+z'.
\]

In mathematics, Bessel functions are canonical solutions \( y(x) \) of Bessel's differential equation:

\[
x^2 \frac{d^2 y}{dx^2} + x \frac{dy}{dx} + \left( x^2 - \alpha^2 \right) y = 0
\]

for an arbitrary real or complex number \( \alpha \) (i.e., the order of the Bessel function); the most common and important cases are for \( \alpha \) an integer or half-integer[2]. Thereafter, to quantify the equivalence in the spatiotemporal malarial regression-based parameter estimators, we expanded \( 1/(1+x) \) in a geometric series and multiplied the district-level sampled data feature attributes by \( x^{s-1} \), and integrated the term wise as in Sondow and Zudilin[6]. Other series for \( \gamma \) then included

\[
\gamma = \frac{3}{2} - \ln 2 - \sum_{m=2}^{\infty} \left( -1 \right)^{m-1} \zeta(m-1)
\]

and

\[
\gamma = \frac{2}{e^{2\gamma}} \sum_{m=0}^{\infty} \frac{2^m}{(m+1)!} \sum_{t=0}^{\infty} \frac{1}{t!} - n \ln 2 + o \left( \frac{1}{2^\alpha \alpha^2} \right)
\]

A rapidly converging limit for \( \gamma \) was then provided by

\[
\gamma = \lim_{n \to \infty} \left[ \frac{2n-1}{2n} - \ln n + \sum_{k=2}^{n} \frac{1}{k} \zeta(1-k) \right] = \lim_{n \to \infty} \left[ \frac{2n-1}{2n} - \ln n + \sum_{k=2}^{n} \frac{1}{k} \frac{1+B_k}{n^k} \right]
\]

and

\[
\gamma = \lim_{n \to \infty} \left[ \frac{2n-1}{2n} - \ln n + \sum_{k=2}^{n} \frac{1}{k} \zeta(1-k) \right] = \lim_{n \to \infty} \left[ \frac{2n-1}{2n} - \ln n + \sum_{k=2}^{n} \frac{1}{k} \frac{1+B_k}{n^k} \right] = \lim_{n \to \infty} \left[ \frac{\Gamma \left( \frac{1}{n} \right) \Gamma \left( n+1 \right) n^{1/n} \Gamma \left( \frac{2n+1}{n} \right)}{\Gamma \left( \frac{n+1}{n} \right) n^{1/n}} - n^{1/n} \right].
\]

In mathematics, the Bernoulli numbers \( B_n \) are a sequence of rational numbers with deep connections to number theory, whereby, values of the
first few Bernoulli numbers are $B_0 = 1$, $B_1 = ±1/2$, $B_2 = 1/6$, $B_3 = 0$, $B_4 = -1/30$, $B_5 = 0$, $B_6 = 1/42$, $B_7 = 0$, $B_8 = -1/30$.[2]. Jacob et al.[1] found if $m$ and $n$ are sampled values and $f(x)$ is a smooth sufficiently differentiable function in a seasonal malarial-related regression model which is defined for all the values of $x$ in the interval $[m, n]$, then the integral 

$$I = \int_{m}^{n} f(x) \, dx$$

can be approximated by the sum (or vice versa) 

$$S = \frac{1}{2} f(m) + f(n+1) + \cdots + f(n-1) + \frac{1}{2} f(m)$$

The Euler–Maclaurin formula then provided expressions for the difference between the sum and the integral in terms of the higher derivatives $f(k)$ at the end points of the interval $m$ and $n$. The Euler–Maclaurin formula provides a powerful connection between integrals and sums which can be used to approximate integrals by finite sums, or conversely to evaluate finite sums and infinite series using integrals and the machinery of calculus[5]. Thereafter, for the district-level malarial-sampled values, $p$, we had 

$$\sum_{i=m}^{n} f(i) = \int_{m}^{n} f(x) \, dx - B_1 (f(n) + f(m)) + \sum_{k=1}^{n} \frac{B_{2k}}{(2k)!} (f^{(2k-1)}(n) - f^{(2k-1)}(m)) + R$$

where $B_1 = -1/2$, $B_2 = 1/6$, $B_3 = 0$, $B_4 = -1/30$, $B_5 = 0$, $B_6 = 1/42$, $B_7 = 0$, $B_8 = -1/30$, and $R$ which was an error term. Note in this research $-B_1 (f(n) + f(m)) = \frac{1}{2} (f(n) + f(m))$. Hence, we re-wrote the regression-based formula as follows: 

$$\sum_{i=m}^{n} f(i) = \int_{m}^{n} f(x) \, dx - B_1 (f(n) + f(m)) + \sum_{k=1}^{n} \frac{B_{2k}}{(2k)!} (f^{(2k-1)}(n) - f^{(2k-1)}(m)) + R$$

We then rewrote the equation more elegantly as 

$$\sum_{i=m}^{n} f(i) = \sum_{k=0}^{n} \frac{1}{k!} (B_k f^{(k-1)}(n) - B_k f^{(k-1)}(m)) + R$$

with the convention of 

$$\frac{d}{dx} f(x) = \int f(x) \, dx$$

(i.e. the $-1$th derivation of $f$ is the integral of the function). Limits to the district-level malaria regression model was then rendered by 

$$\lim_{x \to \infty} \zeta(z) = -\ln 2 + \frac{1}{2} + \sum_{k=0}^{\infty} \frac{B_{2k}}{(2k)!} \frac{1}{k!}$$

where $\zeta(z)$ was the Riemann zeta function. The Bernoulli numbers appear in the Taylor series expansions of the tangent and hyperbolic tangent functions, in formulas for the sum of powers of the first positive integers, in the Euler–Maclaurin formula and in expressions for certain values of the Riemann zeta function[2].

Another connection with the primes was provided by 

$$\sum_{k=1}^{n} q(k) \sim n \ln n + 2\gamma - 1$$

De la Vallée Poussin[7] proved that if a large number $n$ is divided by all primes $\leq n$, then the average amount by which the quotient is less than the next whole number is $g[2]$. An identity for $g$ in our malaria district-level regression-based model was then provided by 

$$\gamma = \lim_{x \to \infty} \frac{S_n(\gamma) - K_n(\gamma)}{I_n(\gamma)} - \ln \left(\frac{1}{2}\right)$$

where $I_n(\gamma)$ was a modified Bessel function of the first kind, $K_n(\gamma)$ was a modified Bessel function of the second kind, and 

$$S_n(\gamma) = \sum_{k=0}^{\infty} \frac{\left(\frac{1}{2} x\right)^{2k}}{(k!^2)} H_k$$

where $H_n$ was a harmonic number. For non-integer $\alpha$, $Y_\alpha(x)$ is related to $J_\alpha(x)$ by: 

$$Y_\alpha(x) = \frac{J_\alpha(x) \cos(\alpha \pi) - J_{-\alpha}(x) \sin(\alpha \pi)}{\sin(\alpha \pi)}$$

In the case of integer order $n$, the function is defined by taking the limit as a non-integer $\alpha$ tends to $n$: 

$$Y_n(x) = \lim_{\alpha \to n} Y_\alpha(x)$$

In this research, the Bessel functions of the second kind, were denoted by $Y_\alpha(x)$, and by $N_\alpha(x)$, which were actually solutions of the Bessel differential equation employing a singularity at the origin ($x = 0$). This provided an efficient iterative algorithm for $g$ by computing 

$$B_k = \frac{B_{k+1} n^{k+1}}{k^2} = A_k \left(\frac{A_{k+1} n^{k+1}}{k^2} B_k\right) = U_k V_k = U_{k+1} + A_k$$

and $V_k = V_{k+1} + B_k$ with $A_k = -\ln n B_k = U_k = A_k$ and $V_0 = 1$ Reformulating this identity rendered the limit 

$$\lim_{n \to \infty} \sum_{k=0}^{\infty} \frac{(\frac{n}{k})^2}{k!} H_k - \ln n = \gamma$$

Infinite products involving $g$ also arose from the Barnes G-function using the positive integer $n$. In mathematics, the Barnes G-function $G(z)$ is a function that is an extension of superfactorials to the complex numbers which is related to the Gamma function[3]. In this research, this function provided
\[ \prod_{n=1}^{\infty} e^{-1+1/(2\pi)} \left( 1+ \frac{1}{n} \right)^n = e^{1+\gamma/2} \] and also the equation \[ \prod_{n=1}^{\infty} e^{-2+2/n} \left( 1+ \frac{2}{n} \right)^n = e^{3+\gamma}. \] The Barnes G-function was then linearly defined in our time-series dependent district-level malarial regression-based model which then generated

\[ G(z+1) = (2\pi)^{-z/2} \exp\left(-\left((z+1) + \gamma z^2\right)/2\right) \times \prod_{n=1}^{\infty} \left(1+\frac{z}{n}\right)^e \exp\left(-z^2/(2n)\right) \] where \( \gamma \) was the Euler–Mascheroni constant, \( \exp(x) = e^x \), and \( \prod \) was capital pi notation. The Euler-Mascheroni constant was then rendered by the expressions

\[ \gamma = -\Gamma'(1) = -\psi'(1) \] where \( \psi'(x) \) was the digamma function \( \gamma = \lim_{s \to 1} \left[ \zeta(s) - \frac{1}{s-1} \right] \) and the asymmetric limit form of \( \gamma = \lim_{s \to 1} \sum_{n=1}^{\infty} \left( \frac{1}{n} - \frac{1}{s^n} \right) \) and \( \gamma = \lim_{s \to 1^+} \left[ x - \Gamma\left(1 - \frac{1}{x}\right) \right] \). In mathematics, the digamma function is defined as the logarithmic derivative of the gamma function: \( \psi(x) = \frac{d}{dx} \ln \Gamma(x) = \frac{\Gamma'(x)}{\Gamma(x)} \) where it is the first of the polygamma functions. In our model the digamma function, \( \psi_0(x) \) was then related to the harmonic numbers in that \( \psi_0(n) = H_{n-1} - \gamma \) where \( H_n \) was the nth harmonic number, and \( \gamma \) was the Euler-Mascheroni constant. In mathematics, the n-th harmonic number is the sum of the reciprocals of the first n natural numbers[2]. The difference between the nth convergent in equation \( (\diamondsuit) \) and \( \gamma \) in our district-level regression-based model was then calculated by

\[ \sum_{k=1}^{n} \frac{1}{k} - \ln n - \gamma = \int_{n}^{\infty} \frac{x-x_1}{x^2} \, dx \] where \( [x] \) was the floor function which satisfied the inequality \( \sum_{k=1}^{n} \frac{1}{k} - \ln n - \gamma = \int_{n}^{\infty} \frac{x-x_1}{x^2} \, dx \). The symbol \( g \) was then

\[ \gamma' = e^\gamma \approx 1.781072 \cdot \] This led to the radical representation of the sampled district-level covariate coefficients as

\[ e^\gamma = \left( \frac{2}{1} \right)^{1/2} \left( \frac{2}{1} \right)^{1/3} \left( \frac{2^1 \cdot 4}{1^1 \cdot 3^1} \right)^{1/4} \left( \frac{2^2 \cdot 4}{1^2 \cdot 3^2} \right)^{1/5} \] which was related to the double series

\[ \gamma = \sum_{n=1}^{\infty} \frac{1}{n} \sum_{k=0}^{n-1} (-1)^{k+1} \binom{n-1}{k} \ln(k+1) \quad \text{and} \quad \binom{n}{k} \quad \text{a binomial coefficient.} \]

Thereafter, another proof of product in the our spatiotemporal district-level malarial regression model was provided by the equation \( \frac{\pi}{2} = \left( \frac{2}{1} \right)^{1/2} \left( \frac{2^1 \cdot 4}{1^1 \cdot 3^1} \right)^{1/3} \left( \frac{2^2 \cdot 4}{1^2 \cdot 3^2} \right)^{1/4} \left( \frac{2^3 \cdot 4}{1^3 \cdot 3^3} \right)^{1/5} \). The solution was then made even clearer by changing \( n \to +1 \). In this research, both these regression-based formulas were also analogous to the product for \( e \) which was then rendered by calculating

\[ e = \left( \frac{2}{1} \right)^{1/2} \left( \frac{2^1 \cdot 4}{1^1 \cdot 3^1} \right)^{1/3} \left( \frac{2^2 \cdot 4}{1^2 \cdot 3^2} \right)^{1/4} \left( \frac{2^3 \cdot 4}{1^3 \cdot 3^3} \right)^{1/5} \).

### 2.4. Negative Binomial Regression

Unfortunately, extra-Poisson variation was detected in the variance estimates in our model. A modification of the iterated re-weighted least square scheme and/or a negative binomial non-homogenous regression-based framework conveniently accommodates extra-Poisson variation when constructing seasonal log-linear models employing frequencies or prevalence rates as dependent response variables[2]. Operationally these models consists of making iterated weighted least square fit to approximately normally distributed dependent malarial-related explanatory predictor covariate coefficients based on observed rates or their logarithm. Unfortunately, the variance of malarial-related observations in log-linear equations are commonly assumed to be constant[1]. Subsequently, introducing an extra-binomial variation scheme in a malarial-related linear-logistic model can be fitted for a Poisson procedure. The probabilities describing the possible outcome of a single trial are modeled, as a function of explanatory predictor variables, using a logistic function[2].

As such, we constructed a robust negative binomial regression model in SAS with non-homogenous means and a gamma distribution by incorporating \( \alpha = \frac{1}{\theta} \) \( (\alpha > 0) \) in equation (2.1). We let \( g(\tau_i) \) be the probability density function of \( \tau_i \) in the model. Then, the distribution \( f(y_i|\mathbf{x}_i) \) was no longer conditional on \( \tau_i \). Instead it was obtained by integrating
\( f(y_i | x_i, \tau_i) \) with respect to \( \tau_i \): 
\[
 f(y_i | x_i) = \int_{0}^{\infty} f(y_i | x_i, \tau_i) g(\tau_i) d\tau_i.
\]
The distribution in the linear district-level malaria regression model was then
\[
f(y_i | x_i) = \frac{\Gamma(y_i + 1/\alpha_i)}{y_i!\Gamma(1/\alpha_i)} \left( \frac{\alpha_i^2}{\alpha_i^2 + \mu_i} \right)^{1/\alpha_i} \left( \frac{\mu_i}{\alpha_i^2 + \mu_i} \right)^{-y_i}, y_i = 0,1,2, \ldots.
\]
The negative binomial distribution was thus derived as a gamma mixture of Poisson random variables. The conditional mean in the model was then
\[
 E(y_i | x_i) = \mu_i = e^{\beta x_i + \alpha_i},
\]
and the variance in the residual estimates was
\[
 V(y_i | x_i) = \mu_i \left[ \frac{1}{\alpha_i} + 1 - \frac{\mu_i}{\alpha_i} \right] = \mu_i \left[ 1 + \alpha_i \mu_i \right] > E(y_i | x_i).
\]
To further estimate the district-level models, we specified DIST=NEGBIN (p=1) in the MODEL statement in PROC REG. The negative binomial model NEGBIN1 was set \( p=1 \), which revealed the variance function \( V(y_i | x_i) = \mu_i + \alpha_i \mu_i \) was linear in the mean of the model. The log-likelihood function of the NEGBIN1 model was then provided by
\[
 L = \left\{ \sum_{j=0}^{y_i-1} \ln(j + 1/\alpha_i \exp(x_i') \beta) \right\}.
\]
Additionally, the equation
\[
 -\ln(y_i!) - (y_i + 1/\alpha_i \exp(x_i' \beta)) \ln(1 + \alpha_i) + y_i \ln(\alpha_i)
\]
was generated. The gradient for our spatiotemporal malarial-based regression model was then quantified employing
\[
 \frac{\partial L}{\partial \beta} = \sum_{i=1}^{N} \left( \sum_{j=0}^{y_i-1} \frac{\mu_i}{j + \alpha_i \mu_i} \right) x_i - \alpha_i^{-1} \ln(1 + \alpha_i) \mu_i x_i,
\]
and
\[
 \frac{\partial L}{\partial \alpha_i} = \sum_{i=1}^{N} \left\{ \left( \sum_{j=0}^{y_i-1} \frac{\alpha_i^{-1} \mu_i}{j + \alpha_i} \right) - \alpha_i^{-2} \mu_i \ln(1 + \alpha_i) - \left( \frac{y_i + 1}{\alpha_i} \right) + \frac{y_i}{\alpha_i} \right\}
\]
In this research, the negative binomial regression model with variance function \( V(y_i | x_i) = \mu_i + \alpha_i \mu_i \), was then referred to as the NEGBIN2 model. To estimate this regression-based model, we specified DIST=NEGBIN (p=2) in the MODEL statements. A test of the Poisson distribution was then performed by examining the hypothesis that \( \alpha = 1/\theta = 0 \). A Wald test of this hypothesis was also provided which were the reported t statistics for the estimates in the model. Under the Wald statistical test, the maximum likelihood estimate \( \hat{\theta} \) of the parameter(s) of interest \( \theta \) is compared with the proposed value \( \theta_0 \), with the assumption that the difference between the two will be approximately normally distributed[2]. The log-likelihood function of the regression models (i.e., NEGBIN2) was then generated by the equation:
\[
 L = \sum_{j=1}^{N} \sum_{i=0}^{y_i-1} \ln(j + 1/\alpha_i) - (y_i + 1/\alpha_i \exp(x_i' \beta)) \ln(1 + \alpha_i) + y_i \ln(\alpha_i) + y_i x_i' \beta
\]
whose gradient was
\[
 \frac{\partial L}{\partial \beta} = \sum_{i=1}^{N} x_i - \frac{\mu_i}{1 + \alpha_i \mu_i},
\]
and
\[
 \frac{\partial L}{\partial \alpha_i} = \sum_{i=1}^{N} \left\{ -\alpha_i^{-2} \sum_{j=0}^{y_i-1} \frac{1}{j + \alpha_i} \alpha_i^{-2} \ln(1 + \alpha_i \mu_i) + \frac{y_i}{\alpha_i} - \mu_i \right\}
\]
The final mean in the model was calculated as:
\[
 \mu_i = \frac{\theta_0}{\theta_0 - 1},
\]
the mode as:
\[
 \left\{ \frac{(\theta_0 - 1)}{\theta_0} \right\}^{\frac{1}{r}} \text{ if } r > 1,
\]
the variance as \( \frac{\theta_0}{\theta_0 - 1} \mu_i \), the skewness as \( \frac{\theta_0}{\sqrt{\theta_0^2 - 1}} \), the kurtosis as \( \frac{\theta_0^2 + 1 + \theta_0^2}{\theta_0^2 - 1} \), the moment generating function as \( (1 + \theta_0 z)^{\frac{1}{r}} \text{ for } t < -\log z \), the characteristic function as \( (1 + \theta_0 z)^{\frac{1}{r}} \text{ with } t \in \mathbb{R} \); and, the probability generating function as
\[
 \left( \frac{1 - \theta_0 - \theta_0 z}{1 - \theta_0 z} \right)^{\frac{1}{r}} \text{ for } |z| < \frac{1}{\theta_0}.
\]
2.5. Autocorrelation Model

A spatial autoregressive model was then generated that used a variable $Y$, as a function of nearby sampled district-level covariate coefficients. In this research, $Y$ had an indicator value 1 (i.e., an autoregressive response) and/or the residuals of $Y$ which were values of nearby sampled $Y$ residuals (i.e., an SAR or spatial error specification). For time series-dependent modelling malaria-related parameter estimators, the SAR model furnishes an alternative specification that frequently is written in terms of matrix $W^T[1]$. A misspecification perspective was then used for performing a spatial autocorrelation uncertainty estimation analyses using the sampled district-level covariates. The model was built using the $y = X \beta + \varepsilon + \xi$ (i.e., regression equation) assuming the sampled data had autoregressive disturbances. The model also assumed that the sampled data could be decomposed into a white-noise component, $\varepsilon$, and a set of unspecified sub-district level malarial regression models that had the structure $y = X \beta + E \gamma + \varepsilon$. Jacob et al.[1] found that white noise in a seasonal malaria-based regression model is a univariate or multivariate discrete-time stochastic process whose terms are independent and independent (i.i.d) with a zero mean. In this research, the misspecification term was $E_y$.

3. Results

Initially, we constructed a Poisson regression model using the spatiotemporal seasonal-sampled district-level covariate coefficient measurement values. Our model was generalized by introducing an unobserved heterogeneity term for each sampled district-level observation $y_i$. The weights were then assumed to differ randomly in a manner that was not fully accounted for by the other seasonal-sampled covariates. In this research this district-level process was formulated as

$$E(y_i | x_i, \tau_i) = \mu_i \tau_i = e^{\beta \log (\mu_i) + \xi_i},$$

where the unobserved heterogeneity term $\tau_i = e^{\xi_i}$ was independent of the vector of regressors $x_i$. Then the distribution of $y_i$ was conditional on $x_i$ and had a Poisson specification with conditional mean and conditional variance

$$\mu_i \tau_i : f(y_i | x_i, \tau_i) = \exp(-\mu_i \tau_i)(\mu_i \tau_i)^{y_i}/y_i!.$$

We then let $g(\tau_i)$ be the probability density function of $\tau_i$. Then, the distribution $f(y_i | x_i)$ was no longer conditional on $\tau_i$. Instead it was obtained by integrating $f(y_i | x_i, \tau_i)$ with respect to $g(\tau_i): f(y_i | x_i) = \int_0^\infty f(y_i | x_i, \tau_i) g(\tau_i) d\tau_i$.

We found that an analytical solution to this integral existed in our district-level malaria model when $\tau_i$ was assumed to follow a gamma distribution. The model also revealed that $Y_i$, was the vector of the sampled predictor covariate coefficients while $x_i$ was independently Poisson distributed with $P(Y_i = y_i | x_i) = e^{\mu_i}/y_i!$, $y_i = 0, 1, 2, \ldots$ and the mean parameter — that is, the mean number of district-level sampling events per spatiotemporal period — was given by $\mu = \exp(\delta \beta)$ where $\beta$ was a set of unspecified sub-district level malarial regression coefficients while $\delta$ was a parameter vector. We then let $\delta \beta$ and the coefficients for the $k$ regressors were $\beta_1, \ldots, \beta_k$. Taking the exponential of $\delta \beta$ ensured that the mean parameter $\mu_i$ was nonnegative. Thereafter, the conditional mean was provided by $E(y_i | x_i) = \mu_i = \exp(\delta \beta)$

The district-level parameter estimators were then evaluated using $\ln[E(y_i | x_i)] = \ln(\mu_i) = \delta \beta$. Note, that the conditional variance of the count random variable was equal to the conditional mean (i.e., equidispersion) in our model. In a log-linear model the logarithm of the conditional mean is linear[2]. The marginal effect of any district-level regressor in the malarial model was then provided by $\frac{\partial E(y_i | x_i)}{\partial x_j} = \exp(\delta \beta_j) \beta_j = E(y_i | x_i) \beta_j$. Thus, a one-unit change in the $j$th regressor in the model led to a proportional change in the conditional mean $E(y_i | x_i)$ of $\beta_j$.

In this research, the standard estimator for our Poisson model was the maximum likelihood estimator. Since the district-level observations were independent, the log-likelihood function in the model was then:

$$= \sum_{i=1}^N (-\mu_i + y_i \ln \mu_i - \ln y_i!) = \sum_{i=1}^N (-e^{\delta \beta} + y_i e^{\delta \beta} - \ln y_i!)$$

Given the sampled dataset of district-level parameter estimators (i.e., $\theta$) and an input vector $x$, the mean of the predicted Poisson distribution was then provided by $E(Y | x) = e^{\theta \beta}$. By so doing, the Poisson distribution’s probability mass function was then rendered by $p(y | x ; \theta) = \frac{e^{\theta \beta} e^{-e^{\theta \beta}}}{y!}$.

The probability mass function in a targeted spatiotemporal predictive seasonal malaria risk model can be the primary means for defining a discrete probability distribution, and, as such, functions could exist for either scalar or multivariate field-sampled random variables, given that the distribution is discrete.[1] Gu and Novak[4] found that a targeted spatiotemporal predictive seasonal malaria risk model is vital for district level larval control interventions.

Since in this research, the sampled data consisted of $m$ vectors $x_i \in \mathbb{R}^{n+1}, i = 1, \ldots, m$, along with a set of $m$ values $y_1, \ldots, y_m \in \mathbb{R}$ then, for the sampled parameter estimators $\theta$, the
the probability of attaining this particular set of the sampled observations was provided by the equation
\[ p(y_1, \ldots, y_m \mid x_1, \ldots, x_n; \theta) = \prod_{i=1}^m \frac{e^{-\theta x_i} e^{-\theta x_i}}{y_i!}. \]
Consequently, we found the set of \( \theta \) that made this probability as large as possible in the model estimates. To do this, the equation was first rewritten as a likelihood function in terms of \( \theta \):
\[ p(y_1, \ldots, y_m \mid x_1, \ldots, x_n; \theta) = \prod_{i=1}^m \frac{e^{-\theta x_i} e^{-\theta x_i}}{y_i!}. \]
Note the expression on the right hand side in our model had not actually changed. Next, we used a log-likelihood function, i.e.,
\[ \ell(\theta \mid X, Y) = \log L(\theta \mid X, Y) = \sum_{i=1}^m \left[ y_i (\theta' x_i - \theta x_i - \log(\theta)) \right]. \]
Because the logarithm is a monotonically increasing function, the logarithm of a function achieves its maximum value at the same points as the function itself, and, hence, the log-likelihood can be used in place of the likelihood in maximum likelihood estimation and related techniques[2]. Finding the maximum of a function in a malarial-related model often involves taking the derivative of a function and solving for the parameter estimator being maximized, and this is often easier when the function being maximized is a log-likelihood rather than the original likelihood function [1].

Notice that the parameters \( \theta \) only appeared in the first two terms of each term in the summation. Therefore, given that we were only interested in finding the best value for \( \theta \) in the district-level predictive malarial-related regression model we dropped the \( y_i! \) and simply wrote
\[ \ell(\theta \mid X, Y) = \sum_{i=1}^m \left[ y_i (\theta' x_i - \theta x_i) \right]. \]
Thereafter, to find a maximum, we solved an equation
\[ \frac{\partial \ell(\theta \mid X, Y)}{\partial \theta} = 0 \]
which had no closed-form solution. However, the negative log-likelihood (LL)[i.e., \(- \ell(\theta \mid X, Y)\)] was a convex function, and so standard convex optimization was applied to find the optimal value of \( \theta \).

We found that given the Poisson process in our regression model the limit of a binomial distribution was
\[ p_p(n \mid N) = \frac{N!}{n!(N-n)!} p^n (1-p)^{N-n}. \]
Viewing the distribution as a function of the expected number of successes[i.e., \( \nu = Np \)] in the model, instead of the sample size \( N \) for fixed \( P \), then rendered the equation (2.1) which then became
\[ p_p(n \mid N) = \frac{N!}{n!(N-n)!} \left( \frac{\nu}{N} \right)^n \left( 1 - \frac{\nu}{N} \right)^{N-n}. \]
Our model revealed that as the sample size \( N \) become larger, the distribution approached \( P \) when the following equations aligned
\[ \lim_{N \to \infty} p_p(n \mid N) \]
\[ \lim_{N \to \infty} \frac{N(N-1) \ldots (N-n+1) \nu}{n!} \left( 1 - \frac{\nu}{N} \right)^{N-n} \left( 1 - \frac{\nu}{N} \right)^n \]
\[ \equiv \frac{N(N-1) \ldots (N-n+1)}{n!} \left( 1 - \frac{\nu}{N} \right)^n. \]
\[ \nu e^{-\nu} + e^{-\nu} = 1 \] The ratio of probabilities was then provided by the equation
\[ \frac{P(n = i+1)}{P(n = i)} = \frac{(i+1)!}{i!}. \]
The Poisson distribution reached a maximum when
\[ \frac{dP(n)}{dn} = e^{-\nu} \frac{\nu^k}{k!} = 0 \] where \( \nu \) was the Euler-Mascheroni constant and \( H_n \) was a harmonic number, leading to the equation \( \nu - H_n + \log \nu = 0 \) which could not be solved exactly for \( \nu \).

Next, the moment-generating function of the Poisson distribution was given by
\[ M = e^{\nu e^{\nu}} = e^{\nu (e^{\nu} - 1)} \] and \( M = e^{\nu e^{\nu}} = e^{\nu \nu + \nu e^{\nu}} \) when \( R = \nu (e^{\nu} - 1) \). The raw moments were also computed directly by summation, which yielded an unexpected connection with the exponential polynomial \( \phi_n(x) \) and stirling numbers of the second kind[i.e., \( \phi_n(x) = \sum_{k=0}^n \frac{e^{-x} x^k}{k!} k^n = \sum_{k=0}^n x^k S(n, k) \)] which in this research was the Dobinski’s formula.

In combinatorial mathematics, Dobinski’s formula states that the number of partitions of a set of \( n \) members is
\[ \frac{\sum_{k=0}^n k^n}{e^{x} - 1} \] This number has come to be called the \( x \)th Bell number \( B_n \), where the proof is rendered as an adaptation to probabilistic language as given by Rota[11]. In our malarial-based regression model the formula
\[ \phi_n(x) = \sum_{k=0}^n \frac{e^{-x} x^k}{k!} k^n = \sum_{k=0}^n x^k S(n, k) \] was then viewed as a particular case, for \( x = 0 \), employing the relation
\[ \frac{1}{e} \sum_{k=0}^{\infty} \frac{k^n}{(k-x)!} = \sum_{k=0}^{n} \binom{n}{k} B_k x^{a-k} \] The expression given by the model's Dobinski's formula was then revealed as the nth moment of the Poisson distribution with expected value 1. In this research, Dobinski's formula was the number of partitions of a set of the sampled malarial parameter estimator size (i.e., \( n \)) which equalled the nth moment of that distribution. We used the Pochhammer symbol \((x)_n\) to denote the falling factorial \(x(x-1)(x-2)\ldots(x-n+1)\).

If \(x\) and \(n\) are nonnegative integers, \(0 \leq n \leq x\), then \((x)_n\) is the number of one-to-one functions that map a size-\(n\) set into a size-\(x\) set[1]. At this juncture we let \(f\) be any function from a size-\(n\) set \(A\) into a size-\(x\) set \(B\). Thus, in the model. \(u \in B\). We then let \(f^{-1}(u) = \{v \in A : f(v) = u\}\). The \(f^{-1}(u) : u \in B\) was a partition of \(A\). This equivalence relation was the "kernel" of the function \(f\). Any function from \(A\) into \(B\) factors in to one function that maps a member of \(A\) to that part of the kernel to which it belongs, and another function, which is necessarily one-to-one, that maps the kernel into \(B[2]\). In this research the first of these two factors was completely determined by the partition \(\pi\), that is the kernel. The number of one-to-one functions from \(\pi\) into \(B\) was then \((x)_n\), in the district-level malarial regression model when \(|\pi|\) was the number of parts in the partition \(\pi\). Therefore, the total number of functions from a size-\(n\) set \(A\) into a size-\(x\) set \(B\) was \(\sum_{\pi} (x)|_{\pi|}\), in the model when the index \(\pi\) ran through the set of all partitions of \(A\). On the other hand, the number of functions from \(A\) into \(B\) was clearly \(x^n\). Thus, we had \(x^n = \sum_{\pi} (x)|_{\pi|}\) since \(X\) was a Poisson-distributed spatiotemporal-seasonal malarial-related district-level random variable with expected value 1, then the nth moment of this probability distribution was \(E\left( X^n \right) = \sum_{\pi} E\left( X|_{\pi|} \right)\) but all of the factorial moments \(E((X)_n)\) of this probability distribution was equal to 1 in the model also. Thereafter, we had, \(E\left( X^n \right) = \sum_{\pi} 1\), which was the number of partitions of the set \(A\) in the model. Therefore, in the model, \(\nu(1 + \nu)\), \(\nu(1 + 3\nu + \nu^3)\) and \(\nu(1 + 7\nu + 6\nu^2 + \nu^3)\).

Thereafter, the central moments in the malarial model was computed as \(\nu(1 + 3\nu)\) so the mean, variance, skewness, and kurtosis were \(\mu_3 = \frac{\nu}{\nu^2} \quad \mu_4 = \frac{\nu^3}{\nu^4} - 3\nu(1 + 3\nu)\) and \(\frac{\nu + 3\nu^2 - 3\nu^3}{\nu^2} = \nu^{1/3}\), respectively. The characteristic function for the Poisson distribution in the district-level Poisson predictive autoregressive model was then revealed as \(\phi(t) = e^{\nu(e^{it} - 1)}\) and the cumulative distribution function was \(K(h) = \nu(e^{i\nu} - 1) = \nu\left(h + \frac{1}{2!} - \frac{1}{3!} + \frac{1}{4!} + \ldots\right)\) so \(K_{\nu} = \nu\). The mean deviation of the Poisson distribution mode was then rendered by \(MD = \frac{2e^{-\nu} \nu^{\nu+1}}{\nu!}\). The cumulative distribution functions of the Poisson and chi-squared distributions were then related in the district-level model as \(F_{\text{Poisson}}(k; \lambda) = 1 - F_{\chi^2}(2\lambda; 2(k + 1))\) integer \(k\) and \(P_x(X = k) = F_{\text{Poisson}}(2\lambda; 2k) - F_{\chi^2}(2\lambda; 2(k + 1))\). The Poisson distribution was then expressed in terms of \(\lambda = \frac{v}{x}\) whereby, the rate of changes were equal to the equation \(P_x(k) = \left(\frac{\lambda x}{n!}\right)^{e^{-\lambda\nu}}\). The moment-generating function of the Poisson distribution generated from the sampled district-level explanatory predictor variables was also rendered by \(M(t) = e^{(1 + \nu)\nu e^{it}}\left(\nu e^{it}\right)\) given a random variable \(x\) and a probability distribution function \(P(x)\), if there exists an \(h > 0\) such that \(M(t) = e^{it\nu}\) for \(|t| < h\), where \(\langle y \rangle\) denotes the expectation value of \(y\), then \(M(t)\) is called the moment-generating function[2]. Commonly, for a continuous distribution in a seasonal linear regression-based time-series dependent regression model

\[ \int_{-\infty}^{\infty} e^{\nu} P(x) dx \int_{-\infty}^{\infty} \left(1 + tx + \frac{1}{2!} t^2 x^2 + \ldots\right) P(x) dx \] \(1 + tm_1 + \frac{1}{2!} t^2 m_2 + \ldots\) is used where \(m_i\) is the \(i\) the raw moment.[5] For quantifying independent \(X\) and \(Y\), the moment-generating function in a robust model must satisfy the equation \(M_{i+j}(t) = \langle e^{itx} \rangle \langle e^{it\nu} \rangle \langle e^{it\nu} \rangle\) and \(M_{i+j}(t) = \nu(\nu - 1)\) if, the independent variables \(x_1, x_2, \ldots, x_N\) have Poisson distributions with parameters \(x_1, x_2, \ldots, x_N\) and \(X = \sum_{j=1}^{N} x_j\). In this research this was evident since the cumulant-generating function was \(K \equiv \sum_{j} K_j(h) = \left(e^{\nu} - 1\right) \sum_{j} \mu_j = \mu(\nu - 1)\). In the malaria model the directed Kullback-Leibler (K-L) divergence between \(\text{Pois}(\nu)\) and \(\text{Pois}(\nu_0)\) was then provided by \(D_{\text{KL}}(\lambda \| \lambda_0) = \lambda_0 - \lambda + \lambda \log \frac{\lambda}{\lambda_0}\). In probability theory and information theory, the K-L divergence along with information divergence, information gain, relative entropy are non-symmetric measures of the difference between two
probability distributions $P$ and $Q$ in a model \cite{2}. In this research, for quantifying the probability distributions $P$ and $Q$ of a sampled discrete random variable the K–L divergence was defined by $D_{KL}(P || Q) = \sum_i P(i) \ln \frac{P(i)}{Q(i)}$. The model revealed that the average of the logarithmic difference between the probabilities $P$ and $Q$ was the average quantified using the probabilities $P$. The K-L divergence is only defined if $P$ and $Q$ both sum to 1 and if $Q(i)>0$ for any $i$ such that $P(i)>0$ \cite{3}.

In our district-level spatiotemporal malaria-based regression-based model, if the quantity $0 \ln 0$ appeared in the formula it was interpreted as zero. For distributions $P$ and $Q$ of the continuous random variable in the sampled datasets K-L divergence was defined to be the integral\(\text{(i.e.,}
\begin{equation}
D_{KL}(P || Q) = \int_{\mathbb{R}} P(x) \ln \frac{P(x)}{Q(x)} \, dx
\end{equation}
\text{where $P$ and $Q$ denoted the densities of $P$ and $Q$. More generally, since $P$ and $Q$ were absolutely continuous with respect to $P$, then the Radon–Nikodym derivative of $Q$ with respect to $P$,}
\end{equation}
\text{was given employing:}
\begin{equation}
KL(P || Q) = \int_{\mathbb{R}} \frac{dP}{dQ} dP
\end{equation}
\text{where $dQ$ was the Radon–Nikodym derivative of $Q$ with respect to $P$, provided the expression on the right-hand side existed. In this research, we let $\lambda > 0$, for any measure on $X$ in the model then $P = \tfrac{dP}{d\mu}$ and $Q = \tfrac{dQ}{d\mu}$ existed, and the K-L divergence from $P$ to $Q$ was given as $D_{KL}(P || Q) = \int_{\mathbb{R}} P \ln \frac{P}{Q} \, d\mu$. The bounds for the tail probabilities of the Poisson random variable were then derived in the district-level malarial regression model using a Chernoff bound argument as $X \sim \text{Pois}(\lambda)$.

In probability theory, the Chernoff bound, provides exponentially decreasing bounds on tail distributions of sums of independent random variables. It is a sharper bound than the known first or second moment based tail bounds such as Markov's inequality or Chebyshev inequality, which only yield power-law bounds on tail decay. However, in this research, the Chernoff bound required that the variates be independent - a condition that neither the Markov nor the Chebyshev inequalities require. In probability theory, Markov's inequality gives an upper bound for the probability that a non-negative random variable is greater than or equal to some positive constant \cite{5}.

In this research, we let $X_1, \ldots, X_n$ be independent Bernoulli random variables, each having probability $p > 1/2$. Then the probability of simultaneous occurrence of more than $n/2$ of the district-level sampling events had an exact value $S$ in the model when $S = \sum_{i=0}^{n-k} \binom{n}{i} p^i (1 - p)^{n-i}$. The Chernoff bound revealed that $S$ had the following lower bound:

\begin{equation}
S \geq 1 - e^{-2n(p - 1/2)^2}
\end{equation}

We noticed that if $X$ was any sampled district-level random variable and $a > 0$, then $P \{ |X| \geq a \} \leq \frac{\text{Var}(X)}{a^2}$. In the language of measure theory, Markov's inequality states that if $(X, \Sigma, \mu)$ is a measure space, $f$ is a measurable extended real-valued function, and $\varepsilon \geq 0$, then $\mu\{x \in X : f(x) \geq \varepsilon\} \leq \frac{1}{\varepsilon} \int |f| \, d\mu$ \cite{2}. We then used the Chebyshev's inequality to determine the variance bound to the probability that the spatiotemporal-seasonal sampled random variable deviated far from the mean in the model. Specifically we used $P\{ |X - E(X)| \geq a \} \leq \frac{\text{Var}(X)}{a^2}$ for any $a > 0$. In this research, Var($X$) was the variance of $X$, defined as: $
\text{Var}(X) = E[(X - E(X))^2]$ Chebyshev's inequality follows from Markov's inequality by considering the random variable $(X - E(X))^2$ for which Markov's inequality also reads $P\{ |X - E(X)|^2 \geq a^2 \} \leq \frac{\text{Var}(X)}{a^2}$ \cite{2}. Further, in Markov's inequality if $x$ takes only nonnegative field-sampled malarial values, then $P(\{X \geq a\}) \leq \frac{\langle x \rangle}{a}$ can be re-written $
\langle x \rangle = \int_0^\infty P(x) \, dx = \int_0^\infty x \, P(x) \, dx < \infty$. However, since $P(x)$ is a prevalence rate value in a spatiotemporal malarial regression-based model, it must be $\geq 0$. Thus, it must be stipulated that $x \geq 0$ so $\langle x \rangle$
in order to determine district-level covariate coefficients of statistical significance. We then considered the Euler product \( \zeta(s) = \prod_{k=1}^{\infty} \frac{1}{1 - \frac{1}{p_k^s}} \) where \( \zeta(s) \) was the Riemann zeta function and \( p_k \) was the kth prime. \( \zeta(1) = \infty \). Thereafter, by taking the finite product up to \( k=n \) in the district-level malarial regression model and pre-multiplying by a factor \( 1/\ln p_n \), we were able to employ \( n \to \infty \) to render \( \lim_{n \to \infty} \ln \prod_{k=1}^{n} \frac{1}{1 - \frac{1}{p_k}} = \frac{1}{e^{\gamma}} \) which was equivalent to 1.781072........By doing so, \( g \) became the Euler-Mascheroni constant which in this research also represented the limit of the sequence \( g = \gamma = \lim_{n \to \infty} \left( \sum_{k=1}^{n} \frac{1}{k} - \ln n \right) = \lim_{n \to \infty} \left( H_n - \ln n \right) \) in the residuals where \( H_n \) was the harmonic number which in this research had the form \( H_n = \sum_{k=1}^{n} \frac{1}{k} \) in the district-level malarial regression model. A harmonic number can be expressed analytically as \( H_n = \gamma + \psi_0(n+1) \) where \( \gamma \) is the Euler-Mascheroni constant and \( \psi(x) = \psi_0(x) \) is the digamma function[2]. Our model revealed that the Euler product attached to the Riemann zeta function \( \zeta(s) \) represented the sum of the geometric series rendered from the spatiotemporal-sampled empirical dataset of explanatory predictor covariate coefficients as \( \prod_{p}^{1} (1 - p^{-s})^{-1} = \prod_{n=0}^{\infty} \left( \sum_{n=0}^{\infty} p^{-ns} \right) = \sum_{n=1}^{\infty} \frac{1}{n^s} = \zeta(s) \) closely related result was also obtained by noting that \( 1 + \frac{1}{1 - \frac{1}{p_k}} = \frac{1 - \frac{1}{p_k}}{1 - \frac{1}{p_k}} \). We also considered the variation of \( g \) when the + sign changed to a -sign and the log of the mean, \( \mu \), which in this research was a linear function of independent variables, \( \log(\mu) = \text{intercept} + b_1*X_1 + b_2*X_2 + .... + b_3*X_m \). Instead of assuming as before that the distribution of the seasonal district-level covariate coefficients [i.e., \( Y \)] was Poisson, we assumed a negative binomial distribution. That meant, relaxing the generalized linear Poisson regression specification further at the significance level \( \alpha \), we then used the critical value of chi-sq distribution corresponding to significance level \( 2\alpha \), that is we rejected \( H_0 \) if LR statistic \( \chi^2 > \chi^2(2\alpha, 1 \text{ d.f}) \).

Next, we assumed that our spatiotemporal sampled district-level malaria model explanatory predictor covariate coefficient estimates were based on the log of the mean, \( \mu \), which in this research was a linear function of independent variables, \( \log(\mu) = \text{intercept} + b_1*X_1 + b_2*X_2 + .... + b_3*X_m \). This log-transformation implied that \( \mu \) was the exponential function of independent variables, \( \mu = \exp(\text{intercept} + b_1*X_1 + b_2*X_2 + .... + b_3*X_m) \). Instead of assuming as before that the distribution of the seasonal district-level covariate coefficients, \( Y \), was Poisson, we assumed a negative binomial distribution. That meant, relaxing the generalized linear Poisson regression specification...
assumption about the equality of the mean and variance since in our model we found that the variance of negative binomial was equal to $\mu + k\mu^2$, where $k=0$ was a dispersion parameter. The maximum likelihood method was then used to estimate $k$ as well as the parameter estimators of the malarial model for $\log(\mu)$. Fortunately, the SAS syntax for running negative binomial regression was almost the same as for Poisson regression. The only change was the dist option in the MODEL statement was used instead of dist = poisson, dist = nb. The probability mass function of the negative binomial distribution with a gamma distributed coefficients estimates as then expressed using the sampled explanatory covariate in the MODEL statement was used instead of dist = for Poisson regression. The only change was the dist option malarial mode for log($\mu$). The maximum likelihood method was then used using $\mu$ where $\mu$ in our model we found that the variance of negative binomial was.

Results from both a Poisson and a negative binomial (model residuals revealed that the district-level spatiotemporal-sampled explanatory covariate coefficient estimates were highly significant, but virtually furnished no predictive power.

Inclusion of indicator variables denoting the time sequence and the district location spatial structure was then articulated with Thiessen polygons, (see Figure 2a) which also failed to reveal meaningful covariates. Further, Figure 2b implied the presence of additional noise in the data for explaining “negative binomialness” in our regression for this data analysis we retained the original 80 districts for forecasting malarial prevalence. The Poisson mean response specification was $\exp[a + re + \ln(population)]$, $Y \sim \text{Poisson}($mu$)$. The mixed-model estimation results included: $a = -3.1876$, $re \sim \text{N}(0, 0.0010)$ $s^2 = 0.2513$ where $P(S-W) = 0.0005$ and the Pseudo-$R^2 = 0.3103$.

This random effects term displayed no spatial autocorrelation and failed to closely conform to a bell-shaped curve. Its variance implied a substantial variability in the prevalence of malaria across the sampled districts in the study site. The estimated model contained considerable overdispersion (i.e., excess Poisson variability): quasi-likelihood scale = $76.5648$.

Table 1 presents the values for this random effects term, district-level for prevalence regressed on predict prevalence rates. The Poisson mean response specification was $\text{mu} = \exp[a + re + \ln(population)]$, $Y \sim \text{Poisson}($mu$)$. The mixed-model estimation results included: $a = -3.1876$, $re \sim \text{N}(0, 0.0010)$ $s^2 = 0.2513$ where $P(S-W) = 0.0005$ and the Pseudo-$R^2 = 0.3103$.

This random effects term corresponded more closely with the data in the districts’ propensity or underlying risk of malaria prevalence that persisted throughout the entire duration of the time sequence under study.

Figure 3 portrays scatterplots of observed versus predicted prevalence rates for selected months, and reflected the considerable amount of noise in the malaria prevalence data feature attributes as well as the random effects term accounting for about a third of the variance in the space-time series of malaria prevalence quantified. Based on the sampled district level random effects a model was then generated. As with most statistical procedures, the random effects term corresponded more closely with the data in the center of the time-series. This goodness-of-fit feature implied that although the random effects term can be used for predictive purposes, it was less effective for lengthy (e.g. > 1 year) forecasts.
Figure 2a. District Level Thiessen Polygons

Figure 2b. Predictive prevalence based on random effects
**Table 1.** The estimated random effect term, by districts in Uganda

<table>
<thead>
<tr>
<th>District</th>
<th>estimate</th>
<th>District</th>
<th>estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abim</td>
<td>0.89982</td>
<td>Kiruhura</td>
<td>0.05555</td>
</tr>
<tr>
<td>Adjumani</td>
<td>0.03677</td>
<td>Kisoro</td>
<td>0.13446</td>
</tr>
<tr>
<td>Amolatar</td>
<td>-0.18913</td>
<td>Kitgum</td>
<td>-0.03109</td>
</tr>
<tr>
<td>Amuria</td>
<td>-0.14635</td>
<td>Koboko</td>
<td>-0.10398</td>
</tr>
<tr>
<td>Amuru</td>
<td>0.29050</td>
<td>Kotido</td>
<td>0.66980</td>
</tr>
<tr>
<td>Apac</td>
<td>-0.42229</td>
<td>Kumi</td>
<td>0.43194</td>
</tr>
<tr>
<td>Arua</td>
<td>0.00814</td>
<td>Kyenjojo</td>
<td>-0.27137</td>
</tr>
<tr>
<td>Budaka</td>
<td>0.10741</td>
<td>Lira</td>
<td>-0.31071</td>
</tr>
<tr>
<td>Bududa</td>
<td>0.18560</td>
<td>Luweero</td>
<td>-0.46994</td>
</tr>
<tr>
<td>Bugiri</td>
<td>-0.40472</td>
<td>Lyantonde</td>
<td>1.31114</td>
</tr>
<tr>
<td>Bukedea</td>
<td>0.26552</td>
<td>Manafwa</td>
<td>-0.37685</td>
</tr>
<tr>
<td>Bukwo</td>
<td>0.21342</td>
<td>Masaka</td>
<td>0.55122</td>
</tr>
<tr>
<td>Buliisa</td>
<td>2.10944</td>
<td>Masindi</td>
<td>-0.73401</td>
</tr>
<tr>
<td>Bundibugyo</td>
<td>0.05565</td>
<td>Mayuge</td>
<td>-0.70644</td>
</tr>
<tr>
<td>Bushenyi</td>
<td>-0.07840</td>
<td>Mbale</td>
<td>0.03501</td>
</tr>
<tr>
<td>Busia</td>
<td>-0.18609</td>
<td>Mbarara</td>
<td>-0.02797</td>
</tr>
<tr>
<td>Butaleja</td>
<td>0.39845</td>
<td>Mityana</td>
<td>0.02994</td>
</tr>
<tr>
<td>Dokolo</td>
<td>0.15323</td>
<td>Moroto</td>
<td>-0.34944</td>
</tr>
<tr>
<td>Gulu</td>
<td>0.44707</td>
<td>Moyo</td>
<td>0.18239</td>
</tr>
<tr>
<td>Hoima</td>
<td>0.07682</td>
<td>Mpgi</td>
<td>0.36881</td>
</tr>
<tr>
<td>Ibenda</td>
<td>0.24986</td>
<td>Mubende</td>
<td>-0.43030</td>
</tr>
<tr>
<td>Iganga</td>
<td>-0.52757</td>
<td>Mubono</td>
<td>0.15185</td>
</tr>
<tr>
<td>Isingiro</td>
<td>-0.09899</td>
<td>Nakapiripit</td>
<td>-1.57646</td>
</tr>
<tr>
<td>Jinja</td>
<td>0.05902</td>
<td>Nakaseke</td>
<td>0.09709</td>
</tr>
<tr>
<td>Kaabong</td>
<td>-0.56510</td>
<td>Nakasongola</td>
<td>0.66164</td>
</tr>
<tr>
<td>Kabale</td>
<td>-0.07296</td>
<td>Namutumba</td>
<td>0.26294</td>
</tr>
<tr>
<td>Kabarole</td>
<td>0.00683</td>
<td>Nebbi</td>
<td>0.63691</td>
</tr>
<tr>
<td>Kaberamaid</td>
<td>0.27525</td>
<td>Ntungamo</td>
<td>-0.21660</td>
</tr>
<tr>
<td>Kalangala</td>
<td>0.86887</td>
<td>Nyadri</td>
<td>-0.29722</td>
</tr>
<tr>
<td>Kalio</td>
<td>-0.13039</td>
<td>Oyam</td>
<td>-0.85385</td>
</tr>
<tr>
<td>Kampala</td>
<td>-1.14975</td>
<td>Pader</td>
<td>0.02552</td>
</tr>
<tr>
<td>Kamuli</td>
<td>-0.37669</td>
<td>Pallisa</td>
<td>0.01429</td>
</tr>
<tr>
<td>Kamwenge</td>
<td>-0.19784</td>
<td>Rakai</td>
<td>-0.09869</td>
</tr>
<tr>
<td>Kanyuru</td>
<td>-0.14609</td>
<td>Rukungiri</td>
<td>0.20622</td>
</tr>
<tr>
<td>Kapchorwa</td>
<td>0.49677</td>
<td>Sironko</td>
<td>0.13539</td>
</tr>
<tr>
<td>Kasese</td>
<td>-0.28772</td>
<td>Soroti</td>
<td>-0.19364</td>
</tr>
<tr>
<td>Kakwai</td>
<td>-0.04807</td>
<td>Sembabule</td>
<td>-0.27004</td>
</tr>
<tr>
<td>Kayunga</td>
<td>-0.21645</td>
<td>Tomo</td>
<td>0.34296</td>
</tr>
<tr>
<td>Kibale</td>
<td>-0.53335</td>
<td>Wakiso</td>
<td>-0.34154</td>
</tr>
<tr>
<td>Kiboga</td>
<td>0.34372</td>
<td>Yumbe</td>
<td>-0.48468</td>
</tr>
</tbody>
</table>
4. Discussion and Conclusions

Initially, in this research we constructed a Poisson regression model using spatiotemporal sampled district-level explanatory predictor covariate coefficients. The Poisson regression model constructed in this research assumed the response variable $Y$ (i.e., prevalence) had a Poisson distribution, and assumed the logarithm of its expected value can be modelled by a linear combination of district-level parameter estimators. Unlike normal distribution, the Poisson is a natural distribution for count data[2]. However, overdispersion in our regression coefficients suggested that the Poisson model was inappropriate for differentiating the district-level covariate coefficient estimates. In this research the Poisson regression residuals indicated an inappropriate model fit due to overdispersion caused by outliers. More precisely the overdispersion implied that there was more variability around the district-level malaria model fitted values than was consistent with a Poisson formulation.

We then constructed a negative binomial as a means to correct for the overdispersion. In this research the negative binomial was estimated as a generalized linear model (GLM) and as a full maximum (quasi-) likelihood model. We had to specify the distribution of the dependent variable (i.e., district-level malaria rate) in dist = negbin, as well as the link function, superscript $c$. By default, when we specified dist = negbin, the log link function was assumed and, thus, did not need to be further specified; however, for pedagogical purposes, we included link = log. We then wrote our model out as $\log(\mu) = \beta_0 + \beta_1 x_1 + ... + \beta_p x_p$, where $\mu$ was the log-transformed district-level prevalence count, which defined the link function. A negative binomial regression framework with a gamma distributed non-homogenous mean was then rendered which was used to attain accurate regression-based inferences from the spatiotemporal-sampled district-level explanatory predictor covariate coefficient estimates over the unbounded positive range whose sample variance exceeded the sample mean. We assumed that the dependent variable was, thereafter, no longer ill-dispersed (i.e., either under- or over-dispersed) and did not have an excessive number of zeros. In the circumstances when there is a surplus of zero measured explanatory predictor covariate coefficients in a spatiotemporal-sampled district-level malarial parameter attribute dataset, a zero-inflated negative binomial regression with a non-homogenous mean may be used for modeling count outcome variables. By so doing, excess zeros in seasonal-sampled data can be generated by a separate process from the district-level count values which can then be then modelled independently.

A SAR and a spatial filter model specification was then constructed to help describe selected Gaussian and Poisson random variables rendered from the district-level malarial-related autoregressive model. When coupled with regression equations and a normal probability model, an autoregressive specification can result in a covariation term characterizing autocorrelation uncertainty components in ecological empirical datasets of field and remote-sampled malarial-related georeferenced explanatory predictor covariate coefficient estimates[1]. In this research, the SAR used a response variable, $Y$, as a function of nearby sampled $Y$ district-level values[i.e., an autoregressive response (AR)], and/or the model residuals of $Y$ as a function of nearby $Y$ district-level sampled model covariate coefficient estimate [i.e., spatial error specification].Unfortunately, in our eigenfunction decomposition spatial filtering analyses using the district-level sampled data feature attributes, synthetic variates appeared in the numerator of Moran’s $I$. Thus, mean, variance and statistical distribution characterizations
and descriptions of the georeferenced random variables and their interrelationships were not orthogonally derived in terms of the spatial filters.

The dependency in our model was then qualitatively assessed using random effect specifications. Random effects model specifications address samples for which independent observations are selected in a highly structured rather than random way, and involve repeated measures in frequentist analyses[2]. This average, however, in this research, ignored both spatial and serial uncertainty correlation coefficients in the space-time series. A random effects model essentially works with these averages, adjusting them in accordance with the correlational structure parent space-time series, as well as their simultaneous estimation[3]. For example, in this research, the random effects model specification was achieved by fitting a distribution with as few parameter estimators as possible (e.g., a mean and a variance for a bell-shaped curve), rather than random way, and involve repeated measures in frequentist analyses[2]. This average, however, in this research, ignored both spatial and serial uncertainty correlation coefficients in the space-time series. A random effects model essentially works with these averages, adjusting them in accordance with the correlational structure parent space-time series, as well as their simultaneous estimation[3]. For example, in this research, the random effects model specification was achieved by fitting a distribution with as few parameter estimators as possible (e.g., a mean and a variance for a bell-shaped curve), rather than random way, and involve repeated measures in frequentist analyses[2].

In the future, meta-analyses of spatiotemporal sampled district-level malarial indices in Uganda may employ a random-effects model to remotely account for unobserved heterogeneity among varying sentinel sites since these data feature attributes would encompass variation beyond those associated with fixed effects. For example, a random-effects linear regression approach can allow for the inclusion of various times series-dependent sentinel site explanatory predictor covariate coefficients that may explain seasonal heterogeneity in attributes associated to district-level malarial prevalence rates. A simulation study for a random-effects regression method may also perform well in the context of a meta-analysis for qualitatively assessing district-level spatiotemporal sampled predictor covariate coefficients for robustness especially where certain factors are thought to modify larval control efficacy (e.g., seasonal rainfall production). A smoothed estimator of the within-study variances may also produce less bias in the estimated linear regression-based coefficients, thereby, rendering robust asymptotically optimized efficient estimates. Additionally, the method can provide very good power for detecting a non-zero intercept term representing overall treatment efficacy in a district-level malarial-related hyperendemic model. The model may then be also applied to the meta-analysis of continuous outcomes quantitatively derived from time-series-related seasonally dependent datasets of sentinel site-related explanatory predictor covariate coefficients. Thus, suppose that an n sampled sentinel site is chosen randomly at a selected district throughout an epidemiological district-level study site. Thereafter, Yij would be used for sampled covariate coefficient values of the jth sample site at the ith district for ascertaining statistical significance of the sentinel site sampled parameter estimators. A simple way to model the relationships of these quantities would then be \( Y_{ij} = \mu + U_i + W_{ij} \) where \( \mu \) is the time series sampled district-level sentinel site explanatory predictor covariate coefficients measurement indicator values. In this model \( U_i \) would represent the specific sentinel site specific random effect. This linear hierarchical effect would then be used to measure the difference between the measured sample sites at sentinel site i and the measured values in the entire district area. The term, \( W_{ij} \) in would then be the individual sampled district-level site specific error. That is, \( W_{ij} \) would be the deviation of the j-the sampled sentimental s ite data from the i-th district level sampled covariate coefficients. This analyses then would be regarded as random as the selection of the sentinel sites within the district would be random even though it would be fixed quantities.

Theoretically, thereafter, the sentinel site malarial-related model can be augmented by including additional spatiotemporal seasonal-sampled explanatory predictor covariate coefficients, which would then enable capturing and forecasting linear differences in sentinel sampled sites in different regional districts. For example, the variance of Yij could be adjusted to be the sum of the variances \( \sigma^2 \) and \( \tau^2 \) of \( U_i \) and \( W_{ij} \) respectively in a specific district. We can even then let \( \bar{Y}_i = \frac{1}{n} \sum_{j=1}^{n} Y_{ij} \) be the average, at the ith sentietel sites, but only of those at the ith district site that are included in the random sample. Additionally, we can let \( \bar{Y}_{..} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} Y_{ij} \) be the "grand average". of the sentinel site data feature attributes seasonally collected in a district. Subsequently, we can then let the equation

\[
SSW = \sum_{i=1}^{m} \sum_{j=1}^{n} (Y_{ij} - \bar{Y}_{ij})^2
\]

and

\[
SSB = m \sum_{i=1}^{m} (Y_{..i} - \bar{Y}_{..})^2
\]

be respectively the sum of squares due to differences within the sentinel sites and the sum of squares due to difference between districts. Thus, it can be easily shown that \( \frac{1}{m(n-1)} E(SSW) = \sigma^2 \) and that \( \frac{1}{(m-1)n} E(SSB) = \frac{\sigma^2}{n} + \tau^2 \). These "expected mean squares" can then be used as the basis for estimation of the "variance components" \( \sigma^2 \) and \( \tau^2 \) for seasonally quantifying time series-dependent sentinel- sampled malarial-related explanatory predictor covariate coefficients at the district
and regional level.

In conclusion results from both a Poisson and a negative binomial regression (i.e., a Poisson random variable with a gamma distrusted mean) revealed that the district-level seasonal-sampled explanatory predictor covariate coefficients were highly significant, but furnished virtually no predictive power. In other words, the sizes of the population denominators were sufficient to result in statistically significant relationships while the detected relationships were inconsequential. Inclusion of indicator variables denoting the time sequence and the district location spatial structure was then articulated with Thiessen polygons which also failed to reveal meaningful estimates. Unfortunately, the presence of additional noise in the data for 2010 was determined to be attributable to an expansion of districts which did not allow for forecasting the sampled district-level data employing a spatial filter algorithm. As such, the data analysis retained only the original 80 districts in the space-time consistency analyses. Thereafter, an ARIMA analysis of individual district time-series revealed a conspicuous but not very prominent first-order temporal autoregressive structure in the sampled data. As such, a random effects term was specified with the monthly time series variables. This random intercept represented the combined effect of all omitted district-specific covariate coefficients that caused districts to be more prone to the malaria prevalence than other districts. The random effects term displayed no spatial autocorrelation, and failed to closely conform to a bell-shaped curve. The variance, however, implied a substantial variability in the prevalence of malaria across districts. The estimated model contained considerable overdispersion (i.e., excess Poisson variability). The following equation was then generated to forecast the expected value of the prevalence of malaria for district: prevalence =exp[-3.1876 + (random effect)i]. The goodness-of-fit feature implied that the random effects term can be used for forecasting purposes. The model however also indicated the autoregressive residuals were less effective for forecasting purposes especially for a relatively lengthy time. Compilation of additional data can allow continual updating of the random effects term estimates, allowing rolling in new-data informed results to bolster the quality of the predictions for future time-series dependent malarial-related seasonal district-level modelling efforts.
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