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Abstract  Image guidance for complex surgical procedures is gaining popularity with in operating rooms. Providing the 
appropriate contextual information to aid in navigation can reduce cognitive load on surgeons, thus reducing surgical error. 
To date, clinical implementations of image guidance have required extensive equipment, setup and technical expert ise to 
operate precluding their use when treat ing acute conditions in the intensive care unit. We present an application targeted at 
mobile p latforms that utilizes augmented reality and image-based tracking in order to add preoperative contextual 
informat ion to neurosurgical procedures, specifically spatial information. A pilot evaluation was perfo rmed to examine 
accuracy of the system. Init ial results show increased accuracy for a targeting task with the aid of the visualizat ion. 
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1. Introduction 
Placing  an  external vent ricu lar d rain  (EVD)  is  a 

fundamental neurosurgical procedure perfo rmed  to t reat 
acute hydrocephalus – a condition characterized by an 
accumulat ion of cerebrospinal flu id within  the ventricular 
system, either due to obstruct ion or by a p rob lem of 
reabsorption[1, 2]. The procedure consists of d rilling  a 
burr-hole in the skull, followed by a b ling placement of an 
external ventricu lar drain using external landmarks for 
guidance. This procedure allows drainage of cerebrospinal 
flu id  to  re lieve in t racran ial p res sure. W hile mos t 
neurosurgical interventions are usually  performed in  an 
operating room (OR) while the patient is under sedation[3], 
this is rarely the case for this procedure. Since the insertion 
of an EVD is usually performed on crit ically ill patients 
(either for acute hydrocephalus or after a trauma), the 
predominant d ifficu lty  invo lves t ransportat ion o f the 
patient [4] mostly due to life-support equipment[5]. To 
accommodate such a scenario, manual operation of mobile 
drills for burr-hole trephine can be performed within the 
Intensive Care Unit or in the Emergency room. While 
advantageous in avoiding the difficult ies in relocation to the 
OR, this technique precludes the use of certain immobile  

 
* Corresponding author: 
mattkramers@gmail.com (Matt Kramers) 
Published online at http://journal.sapub.org/ajbe 
Copyright © 2013 Scientific & Academic Publishing. All Rights Reserved 

equipment present within the OR. 
While external ventricular drain placements are among 

the most common and basic of neurosurgical procedures, 
they are generally performed free-hand, rely ing on surface 
landmarks on the patient as well as the spatial reasoning of 
the operating surgeon to determine optimal trajectory of 
tools within the complex workspace. While it might be 
relatively easy to target large ventricles placed in a normal 
anatomical position, most patients will have small ventricles 
with some anatomical variation, possibly displaced by 
lesions occurring after the trauma. As a result of 
navigational error due to free-hand placement, a number of 
complications can occur, including malposition, 
non-function, infection and haemorrhage[6]. While 
neurosurgeons generally consider the manual procedure to 
be safe, a number of studies have identified the technique as 
suboptimal[7, 8, 9]. In addition, this procedure is often 
performed by junior residents who are on-call. Indeed, 
many of these complicat ions are a result navigational error, 
often requiring repositioning of the EVD into the 
ventricular system. In addit ion to the complications 
resulting from such misplacements, the procedure time is 
increased and additional, unnecessary tissue damage occurs. 

The goal of this project was to create a neurosurgical 
guidance system to aid  in  visualizat ion of the ventricles in 
order to perform the procedure less blindly. This was 
achieved through the use of an augmented reality (AR) 
viewport to provide inner anatomical context to the surgeon 
during navigation. As CT scans are standard for such 
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procedures, our system relies on preoperative CT imaging 
volumes fo r extraction o f spatial informat ion, particu larly 
the ventricular system which is triv ially isolatable from CT 
images. Since perfo rming the procedure in the OR may not 
always be feasible, an  additional design constraint on the 
system was mobility. Th is constraint prohibits the use of 
many clinical tracking systems that require the 
incorporation into integrated, stationary platforms. 

2. Related Work 
According to the literature, t racking of an object’s position 

is the main aspect which influences accuracy of a system and 
determines the level of interference with the medical 
workflow. The majority of AR systems take advantage of 
Head Mounted Displays (HMD), hand-held or fixed displays 
to show computer generated scenes to the user. Visualization 
techniques are used to incorporate preoperative medical 
images during the intervention as 3D objects rendered in 
real-t ime. Considering these three methods of AR, we can 
classify some recent work and indicate their advantages and 
deficiencies. 

As an early prototype, in 1968 Sutherland et al.[10] 
developed a mechanical tracking system for their HMD 3D 
display. It was realized by attaching a mechanical linkage to 
the HMD which measured head position by computing axial 
displacement of the joints of a passive robotic arm. In similar 
work in 1992, Bajura et  al.[11] replaced the mechanical 
linkage with electromagnetic sensors to determine the pose 
of a HMD and an ultrasound probe. Measuring position 
remotely (by magnetic or optical tracking systems) leads to a 
significant improvement in terms usability of the system, 
since they give more freedom to move the HMD with in the 
operation site. Shamir et al.[12] used magnetic trackers and 
point based registration to align images, risk surfaces and 
segmented models to physical head models. In further work, 
Shamir et  al. utilized the ability to track mult iple objects 
simultaneously using optical tracking to develop an AR 
probe that incorporated a camera attached to a reference 
plate[13]. The output of the system was an augmented video 
image of the therapeutic site with relevant superimposed 
graphical content rendered according to the position of the 
probe. HMDs interfere with medical work flow and may 
restrict a surgeon’s natural movement. As a result, hand held 
displays and cameras (AR probe as an example) are 
becoming more feasible within the operating room. DEX-ray 
[14] is a miniaturized version of a hand held probe with an 
integrated video camera. Naturally, in [13] and[14], displays 
are fixed at  some point in operation room and a surgeon is 
required to switch between the real scene and the displayed 
AR scene, and thus increases the system’s complexity. 
Mischkowski et al. found that camera and display units could 
be combined, as demonstrated by their X-scope[15]. 
X-Scope could be used for detection of bony segments in 
real-t ime and results were displayed on a hand held LCD. 
This configuration resembles current mobile devices. 

Infrared optical tracking became feasible by attaching 
reflective frames to portable display devices. These mobile 
devices enable surgeons to inspect patients from different 
points of view. In contrast, optical trackers impose 
limitat ions on this procedure, due to their limited workspace, 
necessity of attaching mult iple reflectors to objects of 
interest and line of sight issues. An alternative method for 
tracking utilizes image-based tracking algorithms, which 
require adequate speed and accuracy. Fisher et al. developed 
a hybrid tracking scheme to calculate final estimation o f the 
pose in an  AR framework for a neurosurgical application[16]. 
Two streams of sensory data (Infrared and vision based 
tracking results) are combined by a pose estimation 
algorithm based on RANSAC (RANdom SAmple 
Consensus) which is an iterative parameter estimation 
algorithm. Simulations of th is work were performed  on an 
artificially textured cube as a reference model. 

3. Methods 
For an AR system to be useful in a clin ical context, it must 

be readily available and not provide a significant change to 
the existing workflow[17]. It is therefore important that the 
pre-processing required to prepare and segment medical 
images for use in AR systems is relatively rapid and 
uncomplicated[18]. Addit ionally, for our application to be 
suitable for use in the intensive care unit, it  must be portable 
and requiring minimal setup. These are all of the 
requirements that affect the design of our system. In  section 
3.1 we discuss the use of image-based tracking through the 
Vuforia software development kit . In section 3.2, the design 
and implementation of the pipeline for importing 
patient-specific data is described. Section 3.3 covers the user 
interface design and section 3.4 describes our pilot 
evaluation of system accuracy. 

3.1. Vuforia and Augmented Reality Implementation 

AR can provide users with additional visuospatial context  
by overlaying anatomical images on the head of the patient. 
This can be beneficial to surgical planning and navigation by 
offering additional contextual informat ion to a procedure 
through incorporation of preoperative medical imaging data. 
This gives surgeons the ability to not only view patient 
anatomy extracted from medical images, but to do so with 
spatial context relevant to the tasks performed  during the 
procedure. Ventricu lostomies require surgeons to estimate 
entry points and trajectory paths relying on preoperative 
medical images and experience. Our AR tool allows 
surgeons to visualize – using a mobile device as a viewport - 
the location of internal anatomical features projected onto 
the patient. This provides the surgeon with addit ional 
contextual information to aid in navigational tasks with the 
intent of increasing accuracy compared to blind navigation. 

The implementation of our application included the use of 
an AR software development kit, Vuforia, developed by 
Qualcomm[19]. The essential requirement of our system was 
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the ability to reg ister the three-dimensional virtual 
image-space to the physical world’s three-dimensional space 
utilizing image-based marker tracking through a single 
on-board device camera. Qualcomm delivers an API capable 
of tracking multip le planar images using the mobile device’s 
camera. For our application we constructed a 40mm x 60 mm 
x 80 mm rectangular cuboid shaped tracking object and 
printed unique, feature-rich, images on each of its six faces. 
Using Vuforia’s API, the approximate pose of each of the 
detectable image faces were averaged and used as an 
approximate pose transformation for the entire tracker 
geometry. The tracker was attached to a pair of safety glasses 
that would be placed on the patient, as illustrated in Figure 1. 
We made the assumption that when the glasses rested on the 
patients head, they will rest directly on the nasion – the 
region between the frontal bone of the skull and nasal bones, 
which is easily discernable in CT images and exhib its high 
reproducibility among experts[20]. In  this case, the tracker 
would be 5mm anterior to the patient’s nasion, providing a 
landmark relative to the tracker. Using OpenGL ES, surface 
representations of the patient’s segmented anatomy extracted 
from the CT images could be then be displayed to the user 
through the device’s viewport.  

 
Figure 1.  Tracking marker fixed to safety glasses for patient head pose 
estimation and registration of anatomy to scene 

An additional feature that was implemented was a second 
tracking device that could be used as a stylus within the 
augmented environment. Th is enables the user to view entry 
point trajectories with  respect to the projected anatomy. In 
addition, this feature may provide cues to improve the user’s 
depth perception by providing interaction with the objects in 
the scene. To achieve this, we rendered a v irtual beam that 
emitted outwards from the pointing device towards the 
patient’s head. This feature is depicted in Figure 2. 

The ability for a user to perceive the augmented surface 
graphics and gain contextual knowledge from the device 
depends on its ability to render graphics with appropriate 
visual cues for perceiving depth from 2D images. The skull 
surface, generated during the segmentation process, is used 
in the visualization with controlled blending to  give the 
effect of being semi-transparent as the user views a patient’s 
head through the device. By combining this visual element, 
texturing, shading, perspective projection, as well the 
pointing stylus, an adequate viewport for ventricle 
navigation can be achieved. 

 
Figure 2.  The tracked pointing device provides visual feedback for 
planning entry point locations and trajectories. The device also allows for 
additional interaction between the user and the AR scene 

3.2. Segmentation and Registration of Patient Data 

In order to portray the internal anatomy of the patient 
overlaid in the scene, the anatomy of interest must first be 
segmented and registered into the scene. For these tasks, we 
have developed a custom interface to guide the user through 
such content creation. The software pipeline is modeled as a 
wizard-style application that runs the user through the stages 
required to create all of the content, prompting for 
appropriate input when required. As we are targeting a 
neurosurgical p rocedure that is perfo rmed as an  emergency, 
CT images will primarily be the imaging modality of choice 
preoperatively and thus, will serve as the input to our 
pipeline (contrasting with MR images that are done when the 
patient is stable). There are two anatomical features that are 
essential in our guidance system: the lateral ventricles to 
guide proper positioning of the EVD, and the outer skin of 
the head to visually verify alignment of the virtual and 
physical scenes. The outer skin segmentation can be 
performed automatically by selecting the entire outer 
boundary voxels of the input image.  Segmentation of the 
lateral ventricles is less trivial due to strong inter-patient 
variation that occurs as a result of hydrocephalus and/or head 
trauma, as well as artifacts inherent to the preoperative 
images such as image noise, intensity inhomogeneity, low 
contrast and the resulting partial-volume effect.  While 
there are automatic algorithms for segmentation of the lateral 
ventricles from CT images[21, 22, 23], the majority of these 
rely on prototypical model priors and are not robust when 
dealing with strong anatomical variations in the ventricular 
system. Additionally, while numerous segmentation 
platforms exist for semi-automatic ext raction of features[24, 
25], such platforms require algorithmic domain knowledge 
to achieve appropriate segmentations by fine-tuning 
parameters of the algorithm. As such, we have developed our 
pipeline as a standalone platform for ease of use by 
non-experts. In  order to achieve an optimal balance of 
pipeline efficiency and segmentation accuracy, our approach 
employs a semi-automat ic algorithm that relies on user 
knowledge and interaction. A recent survey[26] of 
semi-automatic techniques applied to segmentation of 
hydrocephalic ventricles indicated that the level set 
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approach[27] was most effective compared to random walk 
[28] and min-cut/max-flow[29] algorithms. For maximum 
user efficiency, the level set algorithm is incorporated in our 
pipeline with the addition of a knowledge-based region 
growing approach for init iation. Initially, the user must select 
two rectangular regions that correspond to each lateral 
ventricle, allowing p lacement of in itial region  growing seed 
points in image space as well as determination of image 
characteristics, such as noise. This allows fine-tuning of the 
algorithms without user intervention. When the 
segmentation of both lateral ventricles is complete, they are 
merged as we are only concerned about the general spatial 
features of the lateral ventricles, so leakage between them is 
of no concern. 

 
Figure 3.  Anatomy segmented from preoperative images aligns with the 
physical tracker and is positioned using the nasion as a positional landmark 

After the segmentation, the user must verify that the 
ventricles were correctly segmented by examin ing either the 
raw image slices with the segmentation overlaid, or a 
volumetric rendering o f the ventricles. The volumetric 
rendering module was developed to aid in quick verification 
of segmentation by emphasizing strong variations in 
intensity values of the segmented region, which  are generally 
indicative of a reg ion growing leak. When the user is 
satisfied with a given segmentation, a marching cubes[30] 
algorithm is perfo rmed on the volume and meshes of the 
ventricles and head are extracted. These meshes are further 
smoothed and decimated to achieve suitable performance on 
mobile devices. The amount of decimation will depend on 
the amount of video memory available . 

Once the segmentation is complete, the coordinate system 

of the image space must be registered to the application’s 
virtual space to ensure proper correspondence between the 
rendered ventricles in the display with the patient’s head. To 
simplify this process, we make the assumption that the 
rectangular pris m image-based marker is aligned perfectly 
with the patient’s head. With orientation known, only 
position and scale of the anatomy must be determined. Scale 
is determined by saving a mapping from image space (where 
voxel millimeter spacing is known) to v irtual space in 
relation to vertices in the scene. The relation of physical 
space to virtual space is determined by the tracking system 
since the dimensions of the image-based marker are known. 
This allows proper scaling of the anatomy. Position is 
determined by prompting the user to select the point in the 
initial CT image that corresponds to the nasion. From the 
nasion, we know the distance to the center point on the 
attached side of the marker, allowing  positioning of the 
anatomy at the appropriate location. The registration is 
depicted in Figure 3. 

3.3. User Controlled Registration Correction 

Although the segmented surfaces were registered to 
several points on the patients head chosen during 
segmentation, an accurate placement of the tracking glasses 
cannot always be achievable. This can be caused by a 
number of factors, such as nose and head shape variations. 
For this reason, a user interface was developed to allow users 
to make adjustments to the alignment of the physical and 
virtual scenes. The user is able to manipulate the pose of the 
virtual space through translation, rotation and scaling 
controls using the skull as a reference as it is superimposed 
over the view of the patients head. This is illustrated in 
Figure 4. This allows the surgeon to visually correct 
misalignment due to improper or abnormal p lacement of the 
head-mounted marker or inaccurate placement of landmarks 
during scene generation. 

 
Figure 4.  Users have access to multiple sliders and buttons to manually 
adjust the virtual models to achieve appropriate alignment of anatomy, as 
well as visual settings that aid in guidance 

3.4. Evaluation of System Accuracy 

To evaluate the accuracy of our system, we performed a 
pilot study to quantify accuracy of the system applied to an 
environment of similar scale to the implementation. Our 
evaluation focused on system accuracy rather than user 
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performance which will be evaluated in future work.  
Accuracy was assessed by having users target corners of 

two-dimensional shapes projected onto a plane with known 
coordinates. A sheet of paper represented the plane in 
physical space, which was registered to the virtual p lane. 
Rectangles and triangles were used as the shapes projected 
onto the plane as they offer clearly  distinguishable corners 
for localization. The shapes were rendered transparently as 
to not impede the localization of points by the user. 

As this is a pilot study to initially assess system accuracy, 
the study was limited to two users performing targeting tasks. 
The tasks required the user to place markers at the location 
that they perceived as the corners of the shapes as they were 
displayed to them. In  addition, the v irtual plane with targets 
was displayed on an external monitor so that the user had 
exposure to the position and shape of each target, p rior to and 
during the targeting task. Since only accuracy was being 
evaluated, no constraints on time were imposed. The tasks 
were performed on a total of 10 shapes per user, with half of 
the tasks being guided by our augmented reality device, 
while the remain ing tasks required users to rely only on the 
external monitor for reference. Analysis involved examining 
the deviation of the points on the physical plane placed by 
the user to their known positions on the plane in the virtual 
space. 

4. Results 
The Euclidean distance between each of the users’ points 

and the virtual targets were calcu lated to determine targeting 
error. With AR guidance, the mean error for targeting was 
9.88 ± 5.34 mm over a total of 35 individual points. When 
users did not have AR guidance, the mean error rose to 13.03 
± 6.15 mm, again over 35 individual points. To test the 
significance of this result, a Student’s t-test was performed 
on both series of errors. The test indicated that the error when 
using AR guidance was significantly lower (p < 0.05) than 
the error without guidance. This result implies that our 
system may provide users with increased targeting accuracy 
compared to non-guided tasks 

Table 1.  Targeting Error measured as the Euclidean distance between 
targeted corner location and actual corner location 

Type No AR Guidance AR Guided 

Mean Error[mm] 13.04 9.88 
Standard 

Deviation[mm] 6.15 5.34 

P Value 0.0126 

5. Discussion 
We have presented an application of AR for image 

guidance in emergency neurosurgical procedures. We 
focused on requirements of portability, ease of use, and cost 
efficiency to deliver an implementation that is suitable for 

use in intensive care unit interventions, particularly for 
placement of an EVD for treatment of hydrocephalus. 
Evaluations of the user interface will fo llow in future studies. 
An initial pilot studied examined the accuracy of the system, 
as well as offered insight into accuracy compared to 
non-guided tasks. Initial results look promising, but more 
evaluation must take place to further characterize the 
accuracy of the system, particularly with a focus on clinical 
relevance. Future work will involve assessing user driven 
segmentation, the alignment of anatomical features internal 
to the head, and targeting and navigational performance for 
neurosurgical tasks augmented with the system. Additionally, 
future work will involve incorporating algorithms to account 
for the possibility of brain shift, offsetting the position of key 
anatomy at the time of surgery as well as examining variation 
in position of the patient-mounted tracker. 

6. Conclusions 
Effectively inserting an external ventricular shunt is a 

surgical task that relies heavily on the spatial relat ionships of 
neuroanatomical features and the surgeon’s ability to 
recognize such relationships. Preoperative planning is 
essential to proper navigation, but operating surgeons must 
still rely on their spatial reasoning skills to perform the task 
blindly, increasing cognitive load. We have developed an 
AR application for mobile deployment in  intensive care units 
for image guided shunt placement and performed a pilot 
assessment of the system’s accuracy. Our results indicate 
that the accuracy of the system is in the range of a few 
millimetres, but such data is largely  inconsequential in the 
absence of clin ically defined thresholds and performance 
standards. As such, future work will determine the feasibility 
of the application for use in the clin ic, as well as provide 
performance feedback to fine-tune the implementation and 
potentially validate its use compared to blind navigation. 
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