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Abstract Accurate verification of fingerprints is important to prevent hassles related to one’s identification. The hassle
could be at the recognition of one’s own as well as the forged prints of others. The objective of this work is to develop a
fingerprint verification tool using JA VA. The algorithms of Adaptive Resonance Theory (ART) net — ART-1 and ART-2
have been used. These algorithms have been implemented with ‘C’ language. Two hundred and twenty two genuine versions
of finger prints have been used as training cases and 518 very similar looking but forged fingerprints have been used as test
cases. Here, the optimum vigilance parameter (p) is obtained through carefully conducted parametric studies. Finally, a
flexible error threshold has been selected to accept fingerprints with 95% matching in the pixel patterns and the rest are
rejected. The study observes that, ART 1 and 2 are able to identify forged fingerprints with Total Success Rate (TSR) of

95.80% and 97.37%, respectively.

Keywords

Biometrics, Fingerprints, Forgery, Verification, Adaptive Resonance Theory Net, Graphic User Interface

1. Introduction

Biometrics is the secure, reliable, and convenient methods
to verify the identity of a person. It has now largely replaced
the traditional paper-based (e.g., signature-based documents),
password-protected devices (e.g., computers), and identity
card-based systems (e.g., employee authorization). One
important advantage ofthe biometrics is that, they are devoid
of any worry of losing the information by losing the identity
card or paper or forgetting the passwords[1][2]. Generally,
left thumb impression (LTI) is considered to be most
commonly used biometry in many cases[3]. The issues with
LTI are that these could be distorted (e.g., in heavy duty
manual labours) and therefore become inconclusive, when
viewed by the naked eyes. As a serious consequence, such
issues open the scope for forgeries. Given this practical
scenario, this paper focuses on the development of a
tool-based detection of an LTI using Adaptive Resonance
Theory (ART) Nets — ART-1 and ART-2 those use the
concept of Artificial Neural Network (ANN).

Neural Networks (NN) learn and adapt exemp lary patterns
by observations[4] and has been successfully applied to
process very complex and large datasets[5][6][7]. There can
be of two types of learning modes, such as supervised and
unsupervised learning. Adaptive Linear Net (ADALIN),
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Multiple ADALIN (MADALIN), Perceptron Network, etc.
are some examples of supervised learning methods. These
types of NNs learn faster and more accurately, but the
problem with these is that, new trainings are required each
time they learn new input patterns and as a result, the
previously learned patterns are lost. On the other hand,
networks, such as Counter Propagation Network (CPN),
Adaptive Resonance Theory Net (ART), and Kohonen’s Self
Organizing Map (SOM) rely on unsupervised learning and
can store previously learned patterns well. Among these
networks, ARTs in particular, are able to store new patterns
without losing the memory of older patterns and thus
advantageous over the supervised methods[8]. It is worth
noting that Associative Memory Net (AMN) could be
another useful technique that retains the patterns, learned in
the past[9].

The key focus ofthis paper is to develop a faster Graphical
User Interface (GUI) using ART-1 and 2 algorithms for
fingerprint verification, offline. In this GUI-based system,
the developed algorithms will be working as the backend of
the tool, which were implemented using ‘C’ language. To
train the algorithms a large database of genuine fingerprint
patterns have been used. The advantage of using ART is its
ability to capture the complexity of the fingerprint patterns
without losing the previously leamned patterns. The
verification task is performed offline by computing a
mismatch value. The front end of the tool has been
developed with JAVA. The concept of native programming
has been used to set a communication between ‘C’ and
JAVA. As there are two algorithms, such as ART-1 and
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ART-2, these have been compared according to their
performances.

Rest of the paper is organized as follows: section 2 studies
related literature; proposed methodology is discussed in
section 3; results and discussions are given in section 4; and
the work is concluded and future scopes are discussed in
Section 5.

2. A Brief Overview of Previous Works

Different techniques are being implemented for
fingerprint detection. Below we have showcased few
interesting studies in past ten years.

Yang and Park, (2008) proposed a fingerprint verification
algorithm with tessellated invariant moment features[10].
This method could be applied to poor quality images of the
fingerprints also. Authors had used Eigen value-weighted
cosine distance for finding similarity between images. The
algorithmyielded high detection accuracy. Dash et al., (2012)
studied three algorithms, such as Associative Memory Net
(AMN), ART-1 and ART-2 in the detection of ‘forged’
handwritten signatures and compared their respective
performances[11]. The authors used OpenMP for developing
and implementing the algorithms. The study observes that
ART-1 and ART-2 were able to detect forged signatures with
high accuracy (98.99% and 99.99%) compared to AMN
(78.68%). Li et al., (2012) developed a cryptosystem by
combining fingerprints with error correction codes and the
work showed an improved performance[l12]. Global and
local structures of a fingerprint could be used by (Mali and
Bhattacharya, 2011) for fingerprint verification[13].
However, in this work, simple matching technique had been
used for authentication purpose, which might not be
successful in the wverification of distorted images or
fingerprints taken with some angular deviation. A fusion
system using biometrics like fingerprints, face, retina etc.
was developed by Ross and Jain, (2003)[14]. This method
addressed the information fusion in biometrics. This work
was similar to work of Prabhakar and Jain, (2002) where the
authors addressed decision-level fusion[15]. A fingerprint
retrieval system was developed based on level-1 and level-2
features of the sample where level-1 refers to local
orientation or frequency and level-2 is minutiae by Cappelli
and Ferrara (2012)[16]. The error in the detection was only
1-2%. A mathematical model based fingerprint verification
system was proposed by Jin et al., (2004)[17]. The model
was developed on Integrated Wavelet and Fourier-Mellin
transforms. The equal error rate was 1.01% in this work. A
state of art research was conducted by Maio et al., (2002) in
Fingerprint verification competition where total four
algorithms were tested on a large number of data sets[18]. A
fingerprint verification systemwas developed by Bazen et al.,
(2000) based on the principle of signal correlation[19]. In
this work, template matching was used in the secondary
stage of the verification. The equal error rate (EER) in their
work was found to be 7.98%[19]. Two algorithms from top
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ten presented in fingerprint verification competition (FVC)
in the year 2004 took an average of 3.5 seconds[20] to check
the forgery. So in this case, our algorithms proposed in the
next section achieve better result in minimal time
consumption. Triangular method of matching of fingerprint
pattern could be used by KovaA cs-Vajna (2000) to develop a
verification system[21]. Intermediate phases worked with
minutiae extraction and dynamic time wrapping (DTW). The
correct verification was found to be 85%.

3. Proposed Methodology

Methodology includes steps as described below. Fig.1
shows the outline of the proposed methodology, followed by
a discussion of each step.
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Figure 1. Ouline of Proposed Methodology
3.1. Acquisition of Finger print

A compact solid state sensing device was used for
acquisition of fingerprints from different persons. The device
is given in Fig.2(a) below and the acquired fingerprint from
the device is shown in Fig.2(b).
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(a) Fingerprint Acquisition Device, (b) fingerprint by the device

Figure 2.

A total of 740 fingerprints were collected from different
persons over duration of about 25 days. The whole
fingerprint database was then divided into two classes
namely, (i) genuine class (ii) imposter class.

1. Number of Genuine Class : 222

2. Number of Imposter Class: 518

Then the similarity index (SI) was calculated between
genuine class fingerprints and corresponding imposter class
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fingerprints. The SI was calculated using a formula given in

equation-1.
1-D
SI = u
T p

The arrangements of pixels in the forged fingerprints are

compared with that of the original fingerprint,

row-column-wise. The disparities are then computed. In

x 100

(1)

equation 1, Dp is the number of ‘dissimilar pixels’ and Tp

is the total number of pixels.

3.2. Formation of Region of Interest (ROI)

Region of interest was found out based on change in pixel
value of the fingerprint image. A typical figure is given in
Fig.3 to demonstrate the methodology of selecting the region
of interest.

i 5F /., P,’ﬂf&t_
Figure 3. Fingerprint and the corresponding region of interest

3.3. Feature Extraction from the ROI

It is wise to mention that this work proposes two
algorithms based on which the toolhas been developed using
JAVA. One algorithm uses the concept of ART net of
Type-1and otherone uses the concept of ART net of Type-2.
ART-1 uses the binary training and testing database for its
operation whereas the later type of net uses continuous
decimal values. So, the feature (pixel) extraction followed
the formula given in equation-2.

Gray Val = 33% Red pixel

+ 56% Green pixel + 11% Blue pixel 2)

This gray value was used for ART-2 network; whereas, for
ART-1 net following conversion was done.
if (Gray Val)
flag bit = 1;
else
flag bit = 0;

3.4.Proposed Algorithm

The proposed algorithm for this work is given in a
pseudo-code below. It should be noted that, the algorithm
was imp lemented in ‘C’ language whereas the GUI tool was
developed using JAVA. Both the program (C and JAVA)
were linked using Native programming (JAVA Native
Interface)[19]. Reason for such imp lementation is discussed
in later section.

START

Initialize learning rate (o), vigilance parameter (p), initial
weights (b;(0), (0))

/*Total number of iteration = Number of training
patterns*/

WHILE (Stopping condition is FALSE)

DO
FOR each input training fingerprints
DO
Get the pixels of the genuine fingerprints
Fi-Layer Processing

IF (Reset is TRUE)

Find the victim unit (F, unit) to learn the current input
Pattern

Calculate F{(b) unit from F,(a) and F,

ELSE

Perform weight updation
END
END

REPEAT W HILE loop for the tested imposter fingerprints

STOP

Updation of weights is performed using the following
mathematical equations:

Equations 3.1 and 3.2 correspond to the bottom-up and
top-down weight updation respectively in ART-1.

bj(new)= ﬁi\lxl\ 3.1
tji(new)=x; 3.2)

Similarly, Equations 4.1, 4.2 refers the weights of ART-2
net.
binew) = adu;  + {[1+ ad(d-1)]}bj 4.1)
ti(new) = adu;  + {[1+ ad(d-1)]}ts (4.2)
The symbols used in the above equations are described
below.
bj)(new)= Updated bottom-up weight of winner node J in
F, layer
tji(new)= Updated top-down weight of winner node J in F,
layer
a=learning rate
|x|[=norm of vector x and is defined as in equation 3.1
(ART-1), 3.2 (ART-2).
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(5.1)

(5.2)

After ART net gets trained with all the training inputs
(Genuine class fingerprints), the mismatch for the test case
(imposter class fingerprint) can be calculated using equation
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*

by

count

mismatch =|1—

x100 ©6)

In this equation, ‘count’ denotes the total number of
bottom-up weights (b;) and ‘b*;’ are the weights which are
matched with that of the genuine class training fingerprints.
Based on the mismatch value, the imposter class could be
accepted or rejected. It is important to note that mismatch
acts as a threshold and could be user/application specific.

6.
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3.5. Developed GUI and Running of the Tool

Below figures/windows (Fig.4a through j) show the GUI
developed and its usage in this research work.
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Figure 4. The GUI and its running windows: (a) Welcome window of the tool (b) User directedto Tool choice window on pressing ‘Enter’ button (c)
ART -1 T rained with onethe genuine fingerprint and showingthe property ofthe image (d) the histogram ofthe image can be viewed on clicking ‘Histogram’
button (e) ART-1 tested for the imposter pattern showing testing completion dialog (f) showing histogram of tested imposter fingerprint (g-h) Training and
Testing of ART-2 network (i-j) fingerprint file browsing window and input for training in case of the fingerprint awto-detection failure by the tool (k)

showingtest result (1) showing persons of credit

3.6. Running of the Tool

When the JAVA toolis executed in JA VA environment, a
welcome window appears and asks the user for name. The
purpose of creating this window is to save the result data

against the current user’s name for future references and uses.

As, this tool has been made for testing purpose only, it ask
about the tool choice. That is, whether to choose ART-1 or
ART-2 net. After choosing one tool, the user scans its left
thumb in the acquisition device and click ‘train network’
button. If the user has already stored its fingerprint image in
the computer, then no need to scan again. He/she can directly
upload it into the tool using ‘open’ button. The tool then
shows the image properties and the corresponding histogram.
The next step is to test the network with imposter patterns.
For this purpose, the same procedure is followed as stated
above. Finally the result window opens and shows the
matching percentage and computing time used and the data
is appended in the user name file.

4. Experimental Results and Analysis

The contribution of this work is an applicable GUI tool for
fingerprint verification and a detailed parametric study on
the vigilance parameter (p) using the principles of ART-1
and 2. Then the CPU time has been computed to note the
decision making speed by the tool. The study is carried out
on the created fingerprint database. This work also compares
performances of both ART-1 and ART-2 based algorithms
for verification purpose.

Basically, performance of a biometric verification
algorithm refers to its error rate and accuracy tested under
many possible conditions. Four important terms have been
used in this section for this purpose. Those are False
Acceptance Rate (FAR), False Rejection Rate (FRR), Total
Success Rate (TSR) and Equal Error Rate (ERR) and are
given in equations 7-10, below.

® FAR= N, x100% 7)
N
@® FRR= =~ x100% 8)
Ng
® TSR = [1_FAR+FRR}X100% 9)
T
® EER = FAR + FRR (10)
2

Where,

N.= Number of accepted imposter class patterns;
N;= Number of Rejected Genuine class patterns;
N; = Total number of imposter class patterns;

Ng = Total number of genuine class patterns;

T =Total number of attempts for test

4.1. Results of ART Nets

Table-1 and 2 shows FAR and FRR achieved by the
developed ART-1 and 2 algorithms, respectively. The
algorithmhas been tested with various values of ‘p’ ranging
from 0.50 to 0.99 as 0<p<l. It should be noted that for
decision making, we have set the threshold as low as 5%
mis match to count number o faccepted or rejected fingerprint
patterns from the created database of 740 patterns. Hence,
any mis match threshold <5% is considered as ‘accepted’ and
vice versa. By setting a stricter mismatch threshold, such as
<1%, these false acceptances could be averted. It is wise to
mention that the number of clusterunit (m) in ART nets is set
to 20.

It should be noted that the average computation time for
each vigilance parameter was calculated as the average of ten
executions. However, time required to train the network with
whole 222 fingerprints was not noted as it was a pre-testing
task.

The system which was used for development and testing
of'this tool was having following specification.
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System architecture:

® RAMsize : 2 GB

@ Processor: Intel® Core™ 2 Duo CPU @ 2GHz

@® Operating System : 32-bit Linux OS (Ubuntu 11.10)

@® Compiler: gcc compiler

It is mentioned in former section that the developed
algorithms are implemented in ‘C’ language and the tool was
developed using JAVA language. This is because of the
following two reasons:

a) Computational speed of ‘C’ language is faster as
compared to that of JA VA

b) To decrease the computation time to much lower value,
a parallel approach can be made in ‘C’ easily using parallel
languages like Message Passing Interface (MPI)[22], but this
is too difficult in JA VA programming.

As, this tool can also be used for palm print verification or
recognition, the larger area size of the palm print image will
make the tool slower, that’s why a time efficient tool must be
developed for the same.

Table-2 shows that the average computation time in case
of ART-2 net is more than that of ART-1. This is because the
complexity of feed-back path between processing layer of
neural nodes and the input layer. A detailed analysis on TSR
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and EER could be crucial to compare the performance of the
two algorithms. Table-3 shows this comparison. For
calculation of TSR, the total number of attempts is taken as
740 (total number of patterns in the fingerprint database).
However, the time will significantly increase if the supplied
fingerprint area is larger.

Table 3 shows that ART-1 is performing with a TSR of
95.80% and ERR of 15.54% only when the vigilance
parameter is tuned to 0.93. The developed ART-1 algorithm
outputs the result within 470 milliseconds. Similarly, ART-2
has a TSR of 97.37% and ERR of 9.72% at same vigilance
parameter. Various plots are given in Fig. 5-9 below to focus
more on the comparison of performances between the two
algorithms.

In the Fig. 5-7, it can be seen that the tuning vigilance
parameter has a major effect on the algorithmic performance.
This also accelerates capacity of the tool for detection. With
low vigilance parameter, the algorithms are less able to
cluster the input patterns and hence are failed to catch skilled
imposter pattern. With vigilance parameters tuned between
0.4-0.9, the inputs could be clustered among the set number
of cluster units (m=20). Therefore, vigilance parameter near
to 0.9 is the optimized value.

Table 1. Showing result of ART-1 algorithm with different vigilance parameter and corresponding FAR, FRR and Average computation time

Tested Total Tot'al number .Of FRR = Standard FAR= Standard Ave.

) . Number of Rejected (R-for . . .
fingerprint . N(R) Deviation of N(4) Deviation of ~ Computation

Class attempts Genuine)/Accepted 23V 10004 —2x100%  FAR (£SD) Time (ms,)
N) (A-for Imposter) N FRR (+SD) N ’

0.11 114 51.35 340

023 114 51.35 431

033 121 54.50 390

045 103 46.40 461

052 107 48.20 320

. 061 98 44.14 356

Genuine 222 073 33 3739 12.153 - - 390

085 57 25.68 418

0.89 55 24.77 322

090 58 26.13 380

093 54 24.32 330

0.99 59 26.58 400

0.11 91 17.57 300

023 84 16.22 370

033 70 13.51 335

045 66 12.74 360

052 51 9.85 458

061 42 8.11 509

Forged 518 073 40 - - 772 3.8523 200

085 49 946 364

0.89 42 8.11 466

090 33 637 589

093 35 6.76 610

099 34 6.56 427
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Table 2. Showing result of ART-2 algorithm with different vigilance parameter and corresponding FAR, FRR and Average computation time

T T T e T
fingerprint attempts p Genuine)/Accepted N(R) %100% Deviation of N(4) «100% Deviation of Coimputallon
Class (N) (A-for Imposter) N FRR (£SD) N FAR (£SD) Time (ms.)
0.11 109 49.10 510
023 110 49.55 611
033 97 43.69 790
045 99 44.59 543
052 82 36.94 683
Genuine 222 061 80 3604 13.455 - - 7”
0.73 83 37.39 737
085 48 21.62 760
0.89 47 21.17 794
090 39 17.57 822
093 29 13.06 849
099 37 16.67 877
0.11 100 19.31 480
023 103 19.88 470
033 105 20.27 535
045 93 17.95 560
0.52 86 16.60 583
061 68 13.13 618
Forged M 073 73 ) ) 14.09 267 628
085 51 985 679
0.89 39 753 715
090 29 5.60 740
093 33 637 775
099 36 695 821
Table 3. Table showing T SR and ERR and Avg. Computation Time of both ART-1 and ART-2 algorithms
TSR (%) ERR (%)
P Average Computation Time (ms.)
Setting ART-1 ART-2 ART-1 ART-2
ART-1 ART -2
0.11 90.69 90.76 34.46 34.21 320 495
023 90.87 90.62 33.79 34.72 400.5 540.5
033 90.81 91.36 34.01 31.98 362.5 662.5
045 92.01 91.55 29.57 31.27 4105 5515
052 92.16 92.76 29.03 26.71 389 633
061 92.94 93.36 26.13 24.59 4325 664.5
0.73 93.90 93.04 22.56 25.74 340 682.5
0385 95.25 95.75 17.57 15.74 391 719.5
0.89 95.56 96.12 16.44 14.35 394 7545
090 95.61 96.87 16.25 11.59 4845 781
0.93 95.80 97.37 15.54 9.72 470 812

0.99 95.52 96.81 16.57 11.81 4135 849
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Figure 5. Vigilance parameter vs. FAR and FRR of ART algorithms
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Figure 9. Decision making time taken by two algorithms

Imposter attack is a crucial activity which should be
minimized in such biometrics verification systems. In this
work (see Fig. 8), ART-1 algorithm with low vigilance is
attacked more by imposter patterns than ART-2. However,
ART-1 when tested with higher vigilance was seen to be less
prone to attacks.

Fig. 9 reveals complexity of ART-2 net has got more
effect on decision speed whereas ART-1 is simpler. With
increasing vigilance value, ART-2 is doing more
computation due to clustering of the patterns to different
clusters in the middle layer[3] and hence decreasing the
computational speed. However, the computation time may
vary from one systemto another. So, if we can suppress the
delay concept in such comparison, we may claimthat ART-2
may perform better than its counterpart, provided the best ‘p’
is set.

5. Conclusions and Future Work

In this paper, two algorithms based on ART were
proposed for fingerprint verification process. A complete
fingerprint toolhas been demonstrated with a GUI for testing
of the developed algorithm. We have used ART networks —
type 1 and 2 to develop the back end of the tool using ‘C’.
The front end is developed in JAVA, which has been
connected to back end by the concepts of native
programming, so that user inputs could be processed and the
decision could be viewed. The tool has been tested with 740
test cases of genuine (222) and forged (518) fingerprints.
ART-1 achieved a TSR of 95.80% with EER of 15.54%
whereas ART-2 performed best with TSR of 97.37% and
EER of 9.72% with mentioned vigilance parameter.

From the technical perspective, the paper reveals that
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tuning of vigilance parameter (p) is the key to the successful
detection ofimposter fingerprints, which has been performed
during the training. In this study, ART-1 and ART-2 with p=
0.93 detect very similar looking forged patterns with
maximum success rates. The study also observes that, in case
of ‘n> number of pixels partitioned into ‘m’ number of
clusters (in case of ART-2), the algorithmic time comp lexity
becomes O(n x m). This issue could be handled with the help
of parallel computing, so that the said tool could be more
time efficient.

The authors are currently working on various
standardization processes of the tool for its future
implementations.
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